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ABSTRACT. Microsleeps (MS) are a frequently discussed topic due to their fatal consequences. Their
detection is necessary for the purpose of sleep laboratories, where they provide an option for the
quantifying rate of sleep deprivation level and objective evaluation of subjective sleepiness. Many
studies are dealing with this topic for automotive usage to design a fatigue countermeasure device. We
made a research of recent attitude to the development of the automated MS detection methods.

We created an overview of several MS detection approaches based on the measurement of biological
signals. We also summarized the changes in EEG, EOG and ECG signals, which have been published
over the last few years.

The reproducible changes in the entire EEG spectrum, primarily with the increased activity of
delta and theta, were noticed during a transition to fatigue. There were observed changes of blinking
rate and reduction of eye movements during the fatigue tasks. MS correspond with variations in the
autonomic regulation of the cardiovascular function, which can be quantified by HRV parameters. The
decrease in HR, VLF, and LF/HF before falling asleep was revealed.

EEG signal, especially its slow wave activity, considered to be the most predictive and reliable for
the level of alertness. In spite of the detection from EEG signal is the most common method, EOG
based approaches can also be very efficient and more driver-friendly. Besides, the signal processing in
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the time domain can improve the detection accuracy of the short events like MS.
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1. INTRODUCTION

Microsleeps (MS) are mostly detected for the purpose
of automotive usage and sleep laboratories. The eval-
uation of MS stages in the sleep laboratories provides
an option for the quantifying rate of sleep depriva-
tion level and an objective assessment of subjective
sleepiness. They use the definition of microsleep (MS),
which arose as a consequence of the evaluation method
of the PSG (polysomnography) or MSLT (multiple
sleep latency test) data, where each 30-second epoch
is evaluated separately. To score this epoch as a sleep,
more than 15 seconds should show some sleep activ-
ity [1]. Episodes with sleep symptoms, but with a
short duration between 3 and 15 seconds are defined
as the microsleeps. The epoch would be classified as
a sleep in case, they were longer than 15 seconds [2].
The theta rhythm with slow eye movements, K com-
plexes, or sleep spindles is included. Microsleeps can
be accompanied by the same behavioural changes as
during the states of drowsiness. In spite of the short
duration of microsleep, it can be inconvenient and
dangerous for many people and for their surroundings
to perform monotonous activity while being tired and
drowsy. Many studies are dealing with this topic for
automotive usage to design a fatigue countermeasure
device. For those kinds of studies, it isn’t important
to distinguish the events of drowsiness, microsleeps
or fatigue correctly by the terminology, because all
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the states associated with the loss of attention are
dangerous in the traffic. In the studies observed, the
mentioned lapses of responsiveness are often mani-
fested by absent or prolonged responses and short
suspension of performance. These symptoms are ac-
companied by droopy eyes, slow eyelid closure, head
nodding and many changes in biological signals. We
aimed to make a research of recent attitudes for the
development of the automated MS detection meth-
ods. We created an overview of several MS detection
approaches based on biological signals measurement.
They are mostly based on the processing EEG (elec-
troencephalography) signals or EEG accompanied by
EOG (electrooculography) signals. We also summa-
rized the changes in the basic biological signals like
EEG, EOG and ECG (electrocardiography), which
have been published over the last few years.

2. SIGNAL CHANGES

2.1. CHANGES IN EEG SIGNALS

The changes in the entire EEG frequency spectrum
were noticed during transition to fatigue [3Hg]. The
increased activity of delta and theta rhythms was pri-
marily observed. It could reflect decreased cortical
arousal during a monotonous task. The removing
noise from the EEG is crucial for observation of right
changes. The filtration method is especially necessary
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for the low frequency signal, which is influenced by
artefacts from activities such as breathing and move-
ment. Slow activity is prone to be also contaminated
by eye movement artefact. Various areas of the brain
behaved differently during fatigue, during its onset
delta and theta activity were present mostly in the
frontal, central, and parietal areas of the brain with
some anterior alpha and posterior beta [3, 5]. The
occipitoparietal alpha spread to anterior areas and
become more centrofrontal and temporal alpha dur-
ing drowsiness [3]. The reproducibility of the EEG
magnitude changes in the delta, theta, alpha and beta
bands during drive fatigue was tested [9]. There was
revealed high reproducibility for the delta and theta
bands [9]. During the transitional phase to fatigue,
there were no significant differences in the delta and
alpha magnitudes across the entire brain [9]. The
inter-hemispheric EEG coherence analysis was shown
in the study of Jap et al. [I0], which revealed that
the interhemispheric coherence level was significantly
higher at the frontal and occipital sites compared to
the central, parietal, and temporal sites throughout
the driving sessions.

2.2. CHANGES IN EOG SIGNALS

Due to the rich connectivity between eyes and brain,
different EOG analyses can be used to identify the
states similar to fatigue. The changes of the blinking
rate were observed during the fatigue tasks in the
published papers [5]. The work of Lal [5] showed,
that the fast eye movements and conventional blinks
during alert were replaced by no eye movements and
small fast rhythmic blinks during fatigue, and that
the slow blinks were present during deeper drowsiness
for all the subjects. Wierwille et al. [IT] declared that
slow eyelid closure is a reliable estimate of the level
of drowsiness. In the study of Papadelis et al. [12], a
significant increase of eye blinks’ number and duration
before driving errors was observed.

2.3. CHANGES IN ECG SIGNALS

The stages of microsleeps, drowsiness or fatigue cor-
respond with the changes in the autonomic regula-
tion of the cardiovascular function. The HRV (Heart
Rate Variability) parameters are used to quantify
these changes. The gradual and sustained decrease
in the VLF range minutes before falling asleep was
observed [I3]. The ratio LF/HF, which corresponds
with the sympathovagal balance, was very low com-
pared to baseline wake values for about 5 minutes
before the event [I3]. It is a sign of the relaxation tak-
ing over. There is a significant surge in this balance
after the falling asleep due to the increased stress [13].
Heart rate decreased significantly during falling asleep
event [I3] and fatigue (by 7 bpm) [5]. Same changes
in the heart rate were observed during prolonged and
monotonous driving [I4]. Also, the RR variability
declined over the falling asleep events in the study of
Furman [13].

3. DETECTION APPROACHES

In the following section, there are presented and com-
pared (Table 1) detection methods, which have been
issued during the recent years and which were dealing
with the states similar to microsleeps.

3.1. DETECTION BY VUCKOVIC ET AL.
(PUBLISHED 2002)

The classification of the drowsy states from full
spectrum EEG recordings was published in the pa-
per [I5]. Parameterization was based on a moving
cross-spectral density csd. The interhemispheric csd
was calculated from homologous contralateral elec-
trodes [I5]. The intrahemispheric csd was calculated
from electrodes on the left hemisphere [I5]. The csd
was computed for the signal lasting one epoch and
the signal from the same electrode delayed by 50% of
the epoch [15]. The main reason to choose interhemi-
spheric csd was that the correlation of homologue
electrodes decreases in drowsiness [16]. As well as
the Intrahemispheric csd detects the transition from
alertness to drowsiness and vice versa because of the
changes in the synchronization of the intrahemispheric
EEG signal [16]. A convolutional neural network, auto
encoder, and linear dynamic system described accu-
rately in [I5] were used for classification.

3.2. DETECTION BY GOLZ ET AL. (PUBLISHED
2007)

Different MS detection approaches and their combina-
tions were presented in the paper [I7]. The adaptive
signal processing was based on the signals of the brain
electric activity, variation in the pupil size, and eyelid
movements. Totally fifteen signals had been acquired,
seven signals of EEG, vertical and horizontal EOG
channel, and six signals from eye tracking system
(the pupil size and two coordinates of eye gaze on
the plane of projection). The features were firstly ex-
tracted in the frequency domain by one linear method
of modified periodogram and then in the state space
by using the nonlinear method of the delay vector
variance (DVV) [I8]. The results show, that peri-
odogram was more powerful for the feature extraction
than the DVV method and that the complementing
power spectral density by DVV features showed only
small improvements. The achieved features were used
as input vectors in automatically learning classifica-
tion algorithm, where the decision process was based
on the support vector machines and three learning
vector quantization neural networks. All algorithms
were optimized to gain maximal classification accu-
racy. The best results were achieved by the fusion of
features for all available signals. Proposed methods
were created with respect to the future online driver
monitoring. [I7]
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The comparison of detection approaches
Number
Detected . . P .
Author event Method of evaluation of Signal Features from Classification Using
subjects
Vuckovic etal.| drows interhemispheric and intrahemispheric artificial neural
¥ expert evaluation 17 EEG P . P not specified
(2002) stages cross-spectral density network
the support vector
) periodogram - linear spectral method, machines and .
Golz et al. . video camera stream EEG, EOG, . . . driver
microsleep LT 23 o delay vector variance - nonlinear method learning vector L
(2007) and driving incidents pupil size . L monitoring
in the state space quantization neural
networks
EEG, EMG, EOG, .
Furman et al. . X K . ) driver
microsleep | continuous audio- 10 ECG hearth rate variability thresholding .
(2008) ) monitoring
video record
. . . EEG - channels . .
Tsai et al. drowsy | reaction time on the wavelet transform (zero crossing, driver
: 10 (FP1,FP2,T5, K neural network L
(2009) stages signal integrated EEG(IEEG)) monitoring
T6, 01, 02)
spectral analyses (the central frequency,
the first quartile frequency, the maximum
frequency, the total energy of spectrum,
Garcés et al. drowsy visually scored by the power of theta and alpha bands), driver
10 EEG channel neural network L
(2010) stages expert wavelet transform (the number of zero- monitoring
crossing and the integrated EEG for scales
corresponding with Beta, Alpha, Theta
rhythms)
eral lysis (I ral meta-learner based
3 facial video power spectral analysis (linear spectral upon stacked
Peiris et al. . method), L .
lapses and tracking 15 EEG ) . . generalization and | not specified
(2011) i fractal dimension, approximate entropy, .
behaviour . X R constrained
Lempel-Ziv complexity (nonlinear) .
least-square weight
slow eye movements number, duration of
closing phase of blink, peak and mean
Zhu et al. drowsy correctness of - EOG - vertical |velocities in closing and opening phases of| convolution neural driver
(2014) stages response and horizontal | blink, ratio of low and high frequency on networks monitoring
both horizontal and vertical EOGs - using
wavelet transform
Holub et al. | microsleep | visually scored by 10 FOG —Vfartical time analyses thresholding sleep -
(2015) events expert and horizontal laboratories

F1GURE 1. The table shows the comparison of the published methods.

3.3. DETECTION BY FURMAN ET AL.
(PUBLISHED 2008)

This study [13] checked a feasibility of the new detec-
tion approach based on the processing of the ECG
signal, where the trends of heart rate variability (HRV)
were observed. The HRV parameters were used to
look into the changes in the autonomic regulation of
the cardiovascular function. Physiological changes
were quantified before, during and after an event of
microsleep. It was found that there was a gradual
and sustained decrease in the VLF range minutes be-
fore falling asleep events. The sympathovagal balance,
which was represented by LF/HF, was very low com-
pared to baseline wake values for about 5 minutes
before the events. It was a sign of relaxation taking
over. After falling asleep there was a surge in this bal-
ance signifying an increased stress aimed to overcome
the drowsiness. The mean HR and RR variability
decreased during falling asleep events, thus confirm
the autonomic changes. During a microsleep, there
was a decrease in sympathetic drive with increased
vagal activity. [13]
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3.4. DETECTION BY TSAI ET AL. (PUBLISHED
2009)

Real-time system [I9] for detecting a drowsy driver
was based on EEG signal processing. Six channels of
EEG were acquired by a novel active dry electrode
non-invasive system. The wavelet transform using
Daubechies 2 wavelet was applied on the each channel.
Integrated EEG and zero crossing features were com-
puted from the scales corresponding to the frequency
of beta, alpha and theta rhythms. All 36 parameters
were used as an input vector to the artificial neural
network with 18 hidden nodes and two output nodes.
System rejected the detection accuracy of drowsy sub-
ject 90.9% with too many warnings signals while the
subject was totally alert. [19]

3.5. DETECTION BY GARCES ET AL.
(PUBLISHED 2010)

The automatic detector of drowsiness episodes [20]
was based on the processing of one EEG channel. The
Butterworth band-pass filter with cut-off frequencies
of 0.5 and 60 Hz was used for signal pre-processing
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and then segmented into the blocks of duration of 1,
2, 5 and 10 seconds. The length of 5 seconds was
considered the most appropriate to take the decision
in the real time. Twelve features were computed from
spectral analysis and wavelet decomposition of the
EEG signal: the central frequency, the first quartile
frequency, the maximum frequency, the total energy
of spectrum, the power of theta and alpha bands,
the number of zero crossing and the integrated EEG
for scales 3, 4 and 5 of Daubechies 2 wavelet trans-
form. In this case, the equivalent filters of mentioned
scales had approximately same frequency as beta, al-
pha and theta rhythms. Twenty-five neural networks
with three layers (first - 12 neurons, last - one neu-
ron with tan-sigmoid function, hidden-between 5 and
30 neurons) were tested for classification. The best
architecture was neural network (12-20-1), for which
81.7% of drowsiness was detected. [21]

3.6. DETECTION BY PEIRIS ET AL.
(PUBLISHED 2011)

The detection of lapses in responsiveness [22] was
based on the signal processing of the electroencephalo-
gram. The features using spectral analysis (mean
spectral power, normalized spectral power and spec-
tral power ratios) and three nonlinear methods (frac-
tal dimension, approximate entropy and Lempel-Ziv
complexity) were calculated and compare to deter-
mine their efficacy in EEG-based detection of lapses.
Principal component analysis was used to reduce the
dimensionality of the feature matrix. The detector
model created using mean spectral power features
achieved the best failure state estimation performance.
There were reached sensitivity 73.5% and selectivity
25.5%. Among the nonlinear approaches the detec-
tor based on the Lempel-Ziv complexity showed the
highest performance. The performance of the detec-
tor was no greater by complementing spectral power
features by Lempel-Ziv complexity. It was similar to
the finding of [I7]. The use of meta-learner weights
showed a marginally higher performance than the use
of constrained least-squares metalearner weights. [22]

3.7. DETECTION BY ZHU ET AL. (PUBLISHED
2014)

The drowsiness detection [23] was based on two elec-
trooculography signals, vertical and horizontal. These
signals were filtered, saturated and normalized dur-
ing pre-processing. The automatic detection technic
of slow eye movements [21], 24], 25] based on wavelet
transform was used for the feature detection. The
features were slow eye movements number, duration
of closing phase of blink, peak and mean velocities
in closing and opening phases of blink. The wavelet
transformation was also used for the extraction of
two other features - ratio of low and high frequency
on both horizontal and vertical EOGs. The linear
dynamic system was used for post processing. The

convolution neural network, which was described in
detail in the paper [23], was used for classification.

3.8. DETECTION BY HOLUB ET AL.
(PUBLISHED 2015)

MS classifier [26] was based on the independent analy-
sis of each couple of EOG signals in the time domain.
The basic idea of the algorithm was to observe differ-
ences between the minimum and maximum values in
the appropriately chosen sliding window, which was
gradually applied to the entire length of both EOG
signals. By merging information from the signals of
the left and the right eye was calculated the final
feature, which was able to appropriately distinguish
MS events from the rest of the awake signal [26]. This
parameter highlighted MS states, which were mani-
fested in the signal as the episodes without significant
eye movements and fast changes. These episodes were
terminated by the specific high-frequency wave, which
corresponded to blink and arousal from the MS. The
final parameter was thresholded to distinguish MS
from the rest of the signal. The differences between
fix and adaptable thresholding were presented. The fix
threshold was appropriately set as the same value for
all signals, while the calculation of adaptable thresh-
old was based on the signal similarity of MS episodes
with sleep stages NREM1 and NREMZ2, which were
used to set this limit value. There were reached preci-
sion 67% and recall 82% in the method of adaptable
thresholding.

4. CONCLUSIONS

EEG signal has been considered by the researchers
as the most predictive and reliable for the level of
alertness. Previous studies confirmed that detection
of changes in slow wave activity might form the ba-
sis of a fatigue countermeasure device. These ap-
proaches use mostly wavelet transform or methods of
periodogram, which can be suitable for the detection
of drowsy states, but they can provide the insuffi-
cient time resolution for detection of very short events
like MS. To achieve a good frequency resolution, it
is necessary to analyse the longest possible part of
the signal. But the time resolution deteriorates with
increasing length of the sliding window, which is ap-
plied to the analysed signal. This fact is undesirable
due to the MS detection of an event that may take
only 3 seconds. The window has to be always chosen
long enough with respect to the stationarity of the
signal and frequency resolution. The same problem
of insufficient time resolution can be in the detection
from ECG, where the heart rate variability is counted.
In comparison to detection in the frequency domain,
the signal processing in the time domain can provide
higher accuracy and faster response of the detector.
In spite of the detection from EEG signal, it is the
most common method, EOG based approaches can
also be very efficient and more driver-friendly. The
electrodes for the measuring of EOG signals can be
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easily implemented for example to headbands, hats or
glasses, which provide unlike measuring multi-channel
EEG greater comfort and easy application for the
drivers.
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