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Abstract. Glued laminated timber beams exposed to fire of a variable duration were tested in three
point bending. Three types of model geometries taking into account the effect of burning were created.
Each model was examined for five material data sets. The maximum deflection obtained from FEM
simulations was compared with the corresponding deflection wel derived from a three point bending
test of burnt beams. The analysis was performed with the help of Ansys® software limiting attention
to a liner elasticity with the maximum applied force Fel selected at the proportionality limit observed
experimentally. Majority of FEM models provided smaller deflections compared to measurements
except for the material set adopting Young’s moduli from the compression test. The best fit was
observed for the material data set obtained from homogenization. No predominant preference among
individual geometries was found promoting the computational model based on reduced cross-section as
sufficiently accurate.
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1. Introduction
Glued laminated timber (GLT) enables wood to be
used for more complex constructions with larger spans
than used for common wood trusses. However, it also
brings larger demands on its reliability. Probably, the
most pronounced disadvantage of wood as a structural
element is its combustibility. It must be taken into
account in every design. The main task is a residual
load bearing capacity of individual elements.

Eurocode 5 Part 1–2 [1] provides simplified methods
to verify mechanical resistance based on a reduced
cross-section or reduced properties. The reduced cross-
section method introduces an effective cross-section
with the same shape as the initial one assuming that
the layer close to char line (d0) has zero strength
and stiffness, while the properties of the remaining
material below this layer are assumed to be unchanged.
Dimensions of an effective cross-section are the initial
ones reduced by the effective charring depth:

deff = dchar,n + k0d0, (1)

where dchar,n is the notional charring depth which
accounts for corner rounding. The coefficient k0 = 1
for unprotected surfaces and time longer than 20 min.
The parameter d0 = 7 mm represents zero strength
and stiffness layer. Point out that d0 could be even
larger, in the range of 9.5 to 20.1 mm according to lit-
erature [2, 3]. Eurocode 5 also enables the application
of advanced calculation methods (Annex B), usually
based on thermal response model.

In this paper, we focused our attention on the be-
haviour of residual cross-section in three point bend-
ing. Comparison of three beam shapes was performed
in finite element software Ansys® (Section 3), em-
ploying the results from three point bending tests
(Subsection 2.2) and charring depth measurements
(Subsection 2.1).

2. Experimental part
The Experimental part of research is based on a fire
test and supporting mechanical tests. The fire test
setup and testing procedure are elaborated in [4, 5] and
are briefly outlined here for the sake of completeness.

Altogether, sixteen GLT beams made of Norway
spruce wood with dimensions 0.10 × 0.32 × 2.38 m
(Group 1; Samples 1–8) and 0.16 × 0.32 × 2.40 m
(Group 2; Samples 9–16) were tested, where all of
them contained eight rows of lamellae connected ver-
tically by plain joints and horizontally by finger joints
with melamine-urea-formaldehyde glue. Prior to the
fire test, all beams were subjected to a series of Pi-
lodyn 6J indentation tests, briefly mentioned in Sec-
tion 3. A horizontal experimental setup was prepared
in a way to simulate the wooden ceiling. Each setup
(i.e. fire test) contained two beams; one equipped with
eleven K type thermocouples in various positions to
provide the temperature distribution during the test
whereas the second beam was primarily intended for
three point bending test.

Two temperature settings were used; the first one
corresponding to ČSN EN 1363-1 curve (Samples 1–4
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(a). Four side burning showing measuring points for
charring depths.

(b). Three side burning with depicted lamellae.

Figure 1. Cross-sections with four side burning showing measuring points for charring depths and three side burning
with depicted lamellae - both rotated anticlockwise.

L wel Fel h b dmean d0 deff heff beff E1
[mm] [mm] [kN] [mm] [mm] [mm] [mm] [mm] [mm] [mm] [GPa]

1 2280 4.97 6.47 320 100 30.95 7 37.95 244 24 11.99
3 2280 11.96 23.62 320 100 20.90 7 27.90 264 44 11.92
5 2280 9.45 24.07 320 100 17.86 7 24.86 270 50 11.55
7 2280 9.64 37.32 320 100 13.76 7 20.76 278 58 11.79
9 2300 7.28 69.33 320 160 17.42 7 24.42 271 111 11.85
11 2300 9.99 71.01 320 160 23.77 7 30.77 258 98 11.10
13 2300 8.88 92.09 320 160 9.76 7 16.76 286 126 12.03
15 2300 7.59 30.38 320 160 31.13 7 38.13 244 84 11.91

Table 1. Input data for computational model.

and 9–16) and the second one with the same initial
stage up to 600 °C which was then set constant (Sam-
ples 5–8). After the required time (60 min, 40 min,
30 min, 20 min) the test was terminated, beams extin-
guished with water stream, mechanically cleaned from
charcoal layer and let to dry at ambient temperature.

2.1. Charring depth
Charring depth is defined as ”the distance between the
outer surface of the original member and the position
of the char line”, where ”the position of the char
line should be taken as the position of the 300-degree
isotherm” [1]. In this paper we assumed the char
line to be the line, where the wood colour is changed
from its original tone, i.e. visible browning, due to
measurement via image analysis.

Dried and cleaned beams were cut lengthwise into
pieces (Group 1: 10 pieces, 20 cm – 8 × 25 cm – 18 cm;
Group 2: 11 pieces, 12 cm – 9 × 24 cm – 12 cm). All
sections were documented by a DSLR camera Canon
EOS 600D held in hand, with an effort to eliminate
image distortion as much as possible. The images were
subsequently edited, scaled, and inserted into rectan-
gle with original dimensions. The charring depths
were measured along both sides of four innermost
lamellae as the distance from sides to first non-white
pixel, comprising 66 measuring points (80 mm from
top and bottom, 5 mm in between), as depicted in
Figure 1a. Four innermost lamellae were chosen to
ensure comparability among all cuts, because both
three side (Figure 1b) and four side (Figure 1a) burn-
ing occurred. The whole procedure is described in
detail in [4].

The mean values of the measured charring depths
for individual beams dmean are listed in Table 1.

Figure 2. Load-displacement curves of the three
point bending test.

2.2. Three point bending test
Three point bending test belongs to commonly used
experiments to determine the mechanical response of
a structural element. Only odd-numbered dried and
cleaned residual beams (i.e. after fire test) were tested
in the displacement control regime with loading rate
of 0.02 mm · s−1. The load was applied on beam via
steel plate or channel section plate, while the displace-
ment of the midsection was continuously measured
by a string potentiometer attached to the middle of
the beam bottom edge. Each beam was supported
by rollers on both ends and propped by wood blocks
on both sides on each end to prevent tilting. More
information could be found in [7].

Three quantities were recorded during the test:
time, applied force, and maximum displacement in the
midspan of the beam. The resulting load-displacement
curves are plotted in Figure 2. Linear sections are
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Ey Ez Ex Gxz Gxy Gyz νyz νxy νxz

ER ET EL GLT GLR GRT νRT νLR νLT

[GPa] [GPa] [GPa] [GPa] [GPa] [GPa] [-] [-] [-]
Iso 1 9.47 0.47 [6]
Iso 2 E1

b 0.47
Ortho 1a 1.30 1.92 9.47 1.70 1.25 0.42 0.28 0.47 0.47 [6]
Ortho 2 1.30 1.92 E1

b 1.70 1.25 0.42 0.28 0.47 0.47
Ortho 3 0.24 0.13 10.08 1.70 1.25 0.42 0.28 0.47 0.47

a Mechanical properties of Norway spruce obtained by homogenization (MFA=28.24°).
b Average longitudinal Young’s moduli measured by Pilodyn device before fire test stored in Table 1.

Table 2. Material input data for computational model.

marked by crosses. The force-displacement pairs cor-
responding to the upper cross (wel, Fel), i.e. the
proportionality limit, are summarized in Table 1 to-
gether with the beam span L, i.e. the distance between
rollers.

3. Computational part
The main objective of this article is to show whether
the simplified approach using the effective cross-
section to determine the residual load bearing capacity
of wood structural element is sufficient. Therefore,
this section presents the comparison between finite
element models employing the effective cross-section,
which is considered rectangular and takes into account
the charring depth and the zero strength and stiffness
layer, with those reflecting the actual charring depth.

Besides the influence of the beam shape, five types
of material input data were applied to demonstrate
the impact of the selected material parameters.

All FEM simulations were carried out in the student
version of the Ansys® software.

3.1. Material parameters
Five types of material input parameters were imple-
mented: two considering isotropic behaviour and three
assuming material orthotropy, see Table 2. All data
sets are based on mechanical parameters of Norway
spruce Ortho 1 [6] computed by homogenization [8]
for the microfibril angle (MFA) of 28.24°. The Iso 1
assumes the longitudinal direction of Ortho 1 only.
The data sets Iso 2 and Ortho 2 are the same as Iso 1
and Ortho 1 except for longitudinal Young’s modu-
lus, which is replaced by the mean value of E1 (Ta-
ble 1) provided by the Pilodyn measurements prior
to a fire test. The moduli E1 [GPa] were computed
as:

E1 = 19.367 − 0.5641d, (2)

where d [mm] is the measured indentation depth [9].
The measurement is elaborately described in [7,
10].

The last data set Ortho 3 employs mean Young’s
moduli in all three directions (ER, ET, and EL) de-
rived from the compression test. This test was per-
formed on small blocks with dimensions of 30 × 30 ×

(a). Block cutting
scheme.

(b). Loading directions.

Figure 3. Sample preparation for compression test.

40 mm cut from glued laminated timber beams not
exposed to elevated temperatures (Figure 3a). Al-
together, 17 blocks were loaded in three basic di-
rections (Figure 3b) in displacement control regime
using the MTS Aliance 30 kN electromechanical test-
ing machine with loading rates of 2 mm · min−1

(L – longitudinal) and 8 mm · min−1 (R – radial,
T – tangential). The moduli were determined
from the initial slope of the stress-strain curves ob-
tained from the measured load-displacement curves
knowing the sample area and initial extensometer
length.

3.2. Model definition
As was already mentioned, three types of beam ge-
ometries were modelled for the sake of comparison,
see Figure 4, limiting attention to linear elasticity
with material parameters summarized in the previous
subsection.

Fifteen such FEM models were constructed for
each beam, where the length of the modelled beam
was set equal to the span between the supports
denoted as L in Table 1. In the following, the
actual residual cross-section of the midspan corre-
sponds to the outline of the residual cross-section
determined from the image of the segment cut in
the middle of the beam length. The effective cross
section employs Equation (1), while assuming the
mean measured charring depth dmean instead of
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(a). G1.

(b). G2.

(c). G3.

Figure 4. Types of beam geometry (Sample 1) with
depicted meshes.

the notional charring depth dchar,n, and coefficient
k0 = 1, giving the effective cross-section dimensions
as:

beff = b − 2deff = b − 2(dmean + d0), (3)
heff = h − 2deff = h − 2(dmean + d0), (4)

see also Figure 5.
Types of beam geometry:

• G1 = Effective rectangular cross-section with width
beff and height heff , see Table 1, applied to the whole
beam – constant cross-section (Figure 4a).

• G2 = Actual residual cross-section of the beam
midspan applied to the whole beam – constant
cross-section (Figure 4b).

• G3 = Actual residual cross-section of the beam
midspan applied to the whole beam with pitched
ends, both with 0.03 m initial rectangular cross-
sections (b, h in Table 1) and 0.08 m of transition
zone lengthwise – variable cross-section (Figure 4c).
The geometry was modelled as one solid element

in SpaceClaim 2022 R2 and was imported to Ansys
Workbench 2022 R2 employing the Static structural
analysis system. The computation was performed
considering a default setting, except for the element
size and thus the mesh density. Limitations for the
student license are 128K nodes/elements per model.

Figure 5. Effective cross-section.

Therefore, the element size had to be adjusted accord-
ingly setting the initial size to 0.02 m. Larger elements
(0.022 m) had to be adopted in the case of samples
9 and 13 when employing the actual residual cross-
section both with and without pitched ends. The
element types used in computations were SOLID186
(a higher order 3D 20-node structural solid element),
SOLID187 (a high-order 3D 10-node tetrahedral struc-
tural solid element), and SURF154 (a 3D structural
surface element).

Each beam was simply supported, with pinned sup-
port (ux = uy = uz = 0) on the left end (x = 0)
and roller support (uz = 0) on the right end (x = L),
both set as displacement boundary conditions at the
bottom edges of beam ends. The force Fel (Table 1)
was applied on the upper beam surface area over the
entire width and 0.2 m lengthwise to reduce singulari-
ties. Note that the curved surface in the case of actual
cross-section geometries brought some problems with
the definition of the loading area on the upper surface
of the beam (G2 and G3) and the bottom edge width
(G2) for the introduction of supports, where in both
cases borderlines were determined approximately.

4. Results
The maximum deflection was determined approxi-
mately in the middle of the width at the midspan of
the beam depending on the position of nodes (i.e. the
value in the node closest to the required position was
considered). The values closest to the deflection wel in
Table 1 (i.e. min |wel−wFEM|) are highlighted by bold
text in Tables 3, 4, and 5 for individual geometries
and material parameters. The values with absolute
difference less than 0.001 m from the measured val-
ues (i.e. |wel − wFEM| < 0.001) are highlighted as
underlined text. According to the highlighted values,
there seems to be no significant preference among in-
dividual geometries and among material parameters,
separately. Although less accurate results seem to
be predicted for Iso 2 material data set considering
isotropy with the longitudinal modulus measured by
the Pilodyn device, while in the combination with G1
geometry it gives relatively good results. Probably the
best approximation is provided by the data sets based

57



L. Keřková Kucíková, M. Šejnoha, T. Janda, P. Padevět Acta Polytechnica CTU Proceedings

G1 (Effective cross-section)

Beam Fire dur. wel wFEM [mm] Nodes Elements[min] [mm] Iso 1 Iso 2 Ortho 1 Ortho 2 Ortho 3
1 62.32 4.97 6.05 4.78 6.51 5.30 8.46 17323 2964
3 42.15 11.96 9.60 7.62 10.49 8.63 14.58 25355 4788
5 31.40 9.45 8.07 6.61 8.87 7.49 12.58 25355 4788
7 22.90 9.64 9.92 7.96 10.97 9.13 16.01 25355 4788
9 30.82 7.28 10.61 8.48 11.64 9.63 16.44 46461 9744
11 40.70 9.99 14.17 12.09 15.38 13.41 20.75 36888 7540
13 20.55 8.88 10.64 8.38 11.83 9.71 17.64 56968 12180
15 60.95 7.59 8.31 6.61 8.93 7.30 11.51 36888 7540

Table 3. Deflection w [mm] in the midspan computed by FEM model with geometry G1 – Effective cross-section
(underlined text: |wel − wFEM| < 0.001 m; bold text: min(|wel − wFEM|) for each beam).

G2 (Actual cross-section)

Beam Fire dur. wel wFEM [mm] Nodes Elements[min] [mm] Iso 1 Iso 2 Ortho 1 Ortho 2 Ortho 3
1 62.32 4.97 4.74 3.74 5.04 4.09 5.83 38553 22975
3 42.15 11.96 7.88 6.26 8.61 7.07 11.23 63479 40297
5 31.40 9.45 6.59 5.40 7.24 6.12 9.72 66795 43073
7 22.90 9.64 7.97 6.40 8.80 7.32 11.63 49566 10374
9 30.82 7.28 6.57 5.25 7.39 6.16 10.23 109639 74478
11 40.70 9.99 10.15 8.66 11.20 9.79 14.79 63772 13800
13 20.55 8.88 7.87 6.20 8.88 7.32 12.73 57628 12600
15 60.95 7.59 5.51 4.38 6.10 5.03 8.46 97053 65093

Table 4. Deflection w [mm] in the midspan computed by FEM model with geometry G2 – Actual cross-section
(underlined text: |wel − wFEM| < 0.001 m; bold text: min(|wel − wFEM|) for each beam).

G3 (Actual cross-section with pitched ends)

Beam Fire dur. wel wFEM [mm] Nodes Elements[min] [mm] Iso 1 Iso 2 Ortho 1 Ortho 2 Ortho 3
1 62.32 4.97 4.73 3.73 4.96 4.00 5.86 43840 26345
3 42.15 11.96 7.84 6.23 8.42 6.88 11.12 68074 43339
5 31.40 9.45 6.56 5.38 7.11 5.99 9.80 70451 45496
7 22.90 9.64 7.97 6.40 8.74 7.26 12.52 79277 52229
9 30.82 7.28 6.61 5.28 7.39 6.16 11.14 111654 75792
11 40.70 9.99 10.13 8.64 11.07 9.67 15.82 118967 80697
13 20.55 8.88 7.87 6.20 8.88 7.32 13.85 118919 81313
15 60.95 7.59 5.46 4.34 5.90 4.84 7.92 103695 69460

Table 5. Deflection w [mm] in the midspan computed by FEM model with geometry G3 – Actual cross-section with
pitched ends (underlined text: |wel − wFEM| < 0.001 m; bold text: min(|wel − wFEM|) for each beam).

on homogenization Iso 1 and Ortho 1 in combination
with geometries G2 and G3.

From highlighted numbers in Tables 4 and 5 it could
be concluded that the geometries G2 and G3 are more
or less comparable and there is no need to model
pitched ends. However, the curved bottom ends in
geometry G2 brought problems with the introduction
of supports and caused non-symmetric vertical reac-
tions. This was eliminated by considering straight
edges used in G3 geometry with pitched ends.

Nonetheless, the simplest geometry G1, considering
the rectangular cross-section only, does not deviate

from the accuracy point of view when compared to
geometries G2 and G3. Therefore, it is reasonable
to employ the most simple way in estimating the
residual load bearing capacity based on the effective
cross-section method.

By comparing deflections in Tables 3, 4, and 5, we
observe that the majority of computed values wFEM
are lower than the measured value wel being numer-
ous in the case of data sets Iso 2 and Ortho 2 with
longitudinal modulus measured by the Pilodyn device.
This is reasonable, because the FEM models are usu-
ally stiffer compare to reality approaching the exact
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solution from below with increasing mesh density.
An exception are the results obtained with material

parameters Ortho 3 data set showing predominantly
higher values with some even twice as large as the
measured ones, even though some were very close.
This model thus appears too compliant.

5. Conclusions
This paper examined a suitability of the reduced cross-
section method (G1) described in Eurocode 5 Part 1–
2 [1] in the prediction of the behaviour of a beam
subjected to fire. To that end, the results obtained
experimentally from three-point bending tests were
simulated numerically with the help of Ansys® finite
element software. The results obtained from the appli-
cation of the reduced cross-section method (G1) were
also compared with the response provided by mod-
els assuming actual measured residual cross-section
of burnt beams (G2 and G3). Apart from variable
cross-section geometries, five types of material input
parameters were implemented, recall Table 2.

All beams were modelled as simply supported (sup-
ports prescribed as displacement boundary conditions
on the bottom edge of each end) with the force Fel
(measured force at the proportionality limit) applied
on the upper beam surface area. The linear elasticity
was considered only. The maximum deflection was
determined in the middle of the cross-section width
in the midspan of the beam.

The numerically obtained deflections wFEM are com-
pared in Tables 3, 4, and 5 with the values wel mea-
sured experimentally at the proportionality limit. Con-
sidering the values with the absolute difference less
than 0.001 m, we observe no prevailing preference
among individual geometries or material parameters,
separately. It could also be concluded that geometries
G2 and G3 are more or less comparable. However,
unlike G3 the curved edges of G2 resulted in non-
symmetric vertical reactions. It is also evident that
from the accuracy point of view the most simple geom-
etry G1 is comparable to both more complex geome-
tries G2 and G3 thus promoting the use of the reduced
cross-section method in numerical simulations.

As for individual material settings, probably the
best approximation gives the combination of Iso 1
and Ortho 1 data sets obtained by homogenization
with the geometrical model G3. The effective cross-
section based model G1 provided the best fit with
Iso 2 and Ortho 2 data sets. The least accurate
results were predicted by combining the G1 model
with the Ortho 3 data set. Remember that the use of
Ortho 3 resulted in much higher deflections compare
to experiments suggesting an excessively large model
compliance.

Nonetheless, there still might be some uncertainties
introduced within the model definition such as the
way of applying the force, definition of supports, or
material input parameters limited to elasticity. From

the model definitions point of view we expect a poten-
tial improvement by redistributing the force by a steel
plate as used in experiments. Further advancement
should arise from the application of a nonlinear con-
stitutive model to be calibrated on the basis of a non-
linear part of the stress-strain diagram provided by
compression tests. We aim to compare both isotropic
and orthotropic plasticity models with isotropic hard-
ening in our future studies.

List of symbols
L Span between supports [mm]
wel Max. displacement at the proportionality limit [mm]
Fel Maximum force at the proportionality limit [kN]
b, h Initial beam dimensions (width, height) [mm]
dmean Mean measured charring depth [mm]
d0 Zero strength and stiffness layer (d0 = 7 mm [1])

[mm]
deff = dmean + d0 Effective depth [mm]
beff , heff Effective cross-section dimensions (width, height)

[mm]
E1 Longitudinal Young’s modulus determined by Pilodyn

device [mm]
E Young’s modulus [GPa]
G Shear modulus [GPa]
ν Poisson’s ratio [–]
wFEM Maximum elastic displacement from finite element

analysis [mm]
R, T, L Radial, tangential and longitudinal direction
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