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Abstract— The structured system and software design
method of the distributed control computer network of the
mechatronic scientific facility for automatic high
temperature material processing in the space in micro-
gravitation environment is presented in the paper. The
facility distributed computer controls special extra low
speed vibrationless electric drives, multi-zone high
temperature furnace heating system and several
measurement devices. The computer is equipped with
special technological language to be possible to specify
experiment time flow. Computer network nodes have many
user processes (threads) so efficient, reliable, self
documented, and low overhead scheduler dispatcher is
required. Thetabledriven coroutines have been designed.

Keywords — Mechatronic, real time processing, software
cooperating FSM.

|. INTRODUCTION

The high temperature scientific facility consisté o

several different functional parts. They are thecsd
electric drive unit, high temperature heating prota
unit, temperature precise measurement
microgravitation units, technology computer,
interface computer and telemetry computer.

Design task is to define optimal (suboptimal) cohtr

computer structure and to design suitable easy frabt#

system software architecture to be possible to dadbe
and to dispatch all user tasks by in time, reliakfely

and well documented fashion.

Il. FACILITY REQUIREMENT STATEMENT

Requirement statement defines
operational and functional features of the facilig
follows (in brief):

Three electric drives are required where one aftige
very special. The drive has to be vibrationlesshvat

possible to prepare and program individual expanine
time and functional flow by specialists in physidhe
preprogrammed experiments have to be carried out in
totally automatic mode. All measured data and E®ce
variables have to be recorded for later analysa$e &nd
reliable operation is required. In the case of atamdard
operation behavior it is required fault tolerangmiast
one individual fault anywhere in the facility. Othe
required features are not listed here. Well docueten
software data and control flow is required to bsilga
detected the point of malfunction if non standagtidvior
occurs. Smooth cooperation of four contractors \atig

distance place of business has to be available

I1l. REQUIREMENTSTATEMENT ANALYZE

The carefully undertaken analysis of the facility
requirement statement gives first approximation thod
extent of the wuser task number and intertask
communication capacity. The individual groups of
functions have so different features and temporal
requirements that the distributed computer systelirbes

angrobably the suitable solution. The estimation bé t
CréwWnumber of user tasks leads to the figure of oneghnod.

The question is what will be a good system software
option, the pre-emptive real time system (RTOS) or
another choice with lower overhead. The relativiglyh
number of user tasks (thousand) may result in
unacceptable overhead if RTOS scheduler and dispatc
will be used.

IV. STRUCTUREDDESIGNMETHOD

following main The design keystone is a correct distributed coemput

system functional partition to set up no node pssoe
throughput or communication bottleneck [1], [2]rsEiof
all it is necessary to collect all system functiona
requirements. It is often very difficult and itevat

speed control where maximum to minimum speed iatio Process. The result of the process can be requésted

to be 3.000.000. The position control has to hatenin

modify size of system. So, another important degpigimt

resolution and minimum speed is 0.25 mm/day (ondS 0 make possible to modify (make larger or sengahe
quarter of mm per day)! There is six segment higrple&gned system easily. To define control computer
temperature heating system up to the temperature 8YStém partition we have to select from pool oftestor

1200 °C. Temperature has to be precisely contrailithl
0.01 °C resolution in the range from 40 °C to 1200

Insample temperature measurement with programmab
micro-gravitation

moving probe and three axis

system requirements group of all user tasks treat@abe

spread in suitable nodes of the distributed netweorkrol

Eé)mputer (DNCC). Further we have to gather usekstas
y application of criterion (threshold) functionisat can

measurement with high accuracy are there. Speci&in together in one node of the DNCC, i.e. to mgdceips
technology programming language is required to b&f tasks for computer modules with CPU and memory.
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Finally for defined groups of tasks we have to gesir
buy suitable hardware and decide which system soéw
is to be used for user tasks scheduling. Selecfignoups
is iterative process which we have to continuelumdi

user task is unassigned.
Let us define following symbols:

pjrq;i — project function requirements,
utg — user task group,
ut; — user task,

8
hwNode; - utg; (8)

Unassigned softwangiSW; (9) have to be solved in the
next iterations untipjSV\, set is not empty.

PISW =D ut - utg, +> ss, 9)
i k m

When all groups of the user taskig; are assigned to
hardware, type of system software has to be selecte

ThFR — task function requirement threshold fUnCtion,Many important system parameters are to be corelder
ThCM - inter-task communication threshold function, carefully to make correct decision. That meana# to be

ThTR - CPU throughput threshold function,

ThFT, - system fault tolerant threshold function,

ThUT, - user task selection threshold function,
utgXX — user task group selected by XKterion,
pjSW - project software,

pjSW., - unassigned software after step

SS — system software support, RTOS etc.,

hwNode- hardware network node with CPU.

Now it has to be defined a pool of user tagkswith
help of a set of application selection thresholdcfions
ThUT, from set of project functionpjrg; (1) and we get

unassigned software tagiiSW(2).

ut;=ThuT; (3 pirg;)
i

pjSW= ZU'q + Zssj
i i

1)

)

Further we define application function requiremeBls

inter-task data flow rate (4), each CPU required (Owith no crew supervision when measured data aredto
estimated) throughput (5) and fault tolerance deéy.

utgFR =Y ThFR (ut)
utgCM; = ZThCMj (ut)

utgTR = > ThTR (ut)
i

UtgFT; = > ThFT; (ut)
i

(4)

()

(6)

3)

Finally we get group of taskstg (7) to which proper

hardwarehwNode (8) will be assigned.

utg; =utgFR; n utgCM n utgTh,

(@)

considered above all number of tasks inside group,
suitable method of user task scheduling (preemptive
non-preemptive RTOS) [3], feasible overhead of esyst
software, interrupt latency, data flow rate, comioation
channels capacity and latency, data and programomem
size requirements, maximum stack depth, estimadibn
required spare resources, real time debugging,toed
time monitor features, etc.

V. SYSTEM AND SOFTWARE STRUCTURESOLUTION

Partition of functional requirements into group of
similar functions and tasks is in Fig. 1. The basiftware
architecture is the client-server model. There iiewc
technological client which is user communicatiomtee
and its function is: to store prepared experimentgram,
to download it to the technological server and pdoad
and to store the measured experiment run-time déua.
technological server or experiment program clisnain
operational center of the scientific facility. Ibrgrols
whole process and defines global timing of the entrr
experiment. Its operation is based on a prepared
experiment program which is executed from the
technological server memory. There are two globades
of the technological server operation. It is autm
operation with crew supervision or automatic ogerat

in the technological server and are not transpaxtetthe
crew client. The technological server is clienthefating
server, electric drive server and in sample measené
server. Other parts of facility have been desighgd
different contractors and are not described here.

Group of function and task have been partitionethab
the inter group communication flow is minimized, is@s
possible to use relatively low speed communication
channel which impose small burden to the involved
processors.

Final facility system architecture has topology of
double star with full duplex point to point ser@annels
(Fig. 3) where the first star core is CIC node dhd
second star core is CC node.

Resulting from large figure of tasks in particidarvers
it has been decided to not use preemptive RTOSH4],
where higher overhead is possibile. It has beeigued a
non preemptive scheduler-dispatcher where coraitime
the form of cooperating finite state machines (FSM,
Moore type) are used (Fig. 2), [6]. The FSM areletab
driven to be directly available program control wilo
documentation which may be important if non staddar
operation occurs (fault). Time sensitive taskseatecuted
under standard vectored interrupt. The FSM clodkuis
time controlled by the FSM table driven prograng(H).
There are three FSM clock options, standard symcius,
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| HEATING CHANNEL 6 SERVER
CREW TECHNOLOGICAL CLIENT [ HEATING CHANNEL 5 SERVER
* CREWACCESS & PROCESS MONITORING | HEATING CHANNEL 4 SERVER
* MISSION EXPERIMENTS PROGRAM BANK | HEATING CHANNEL 3 SERVER
* MISSION EXPERIMENTS GATHERED DATA BANK | HEATING CHANNEL 2 SERVER
* CURRENT ACTIVE EXPERIMENT MONITOR HEATING CHANNEL 1 SERVER
- GRAPHIC & TEXTUAL INTERFACE * TEMPERATURE SERVER COMMAND INTERPRETER
- FACILITY STATUS & WARNINGS & ERRORS * SERVER STATE MACHINE
* TELEMETRY CLIENT TO THE EARTH * PROTECTION COMMANDS MESSAGE BRIDGE -
* SERVERS REQUEST STATE MACHINE * TEMPERATURE MEASUREMENT —
* TEMPERATURE FIEDL SHAPING -
* TEMPERATURE ADAPTIVE REGULATOR & PWM MOD. | ||
* COMMUNICATION SERVICES ||
TELEMETRY PROTOCOL SERVER

. )
(no details here) [ MAGAZINE DRIVE SERVER (half-step mode)

‘ PROBE DRIVE SERVER (microstepped mode)
MAIN DRIVE SERVER (microstepped mode)

R e R SR * MAIN DRIVE SERVER COMMAND INTERPRETER
* SERVER STATE MACHINE

* ACTIVE EXPERIMENT TECHNOLOGICAL PROCESSOR * POSITION SERVO STATE MACHINE

* EXPERIMENT PROGRAM INTERPRETER * OVERLOADING CHECK

* EXPERIMENT TIME SEGMENT MEASUREMENT R s CONTROL -
* EXPERIMENT PROGRAM STORAGE -

* COMMUNICATION SERVICES
* EXPERIMENT DATA STORAGE

* CREW SERVER STATE MACHINE [PROTECTION CHANNEL 6 SERVER

* TEMPERATURE CONTROL CLIENT STATE MACHINE ‘ PROTECTION CHANNEL 5 SERVER

* PROTECTION CLIENT STATE MACHINE [ PROTECTION CHANNEL 4 SERVER

* DRIVES CLIENT STATE MACHINE | PROTECTION CHANNEL 3 SERVER

* TEMPERATURE CLIENT STATE MACHINE [ PROTECTION CHANNEL 2 SERVER

* SERVERS ERROR PROCESSING PROTECTION CHANNEL 1 SERVER

* COMMUNICATION CHANNELS SERVICES * PROTECTION SERVER COMMAND INTERPRETER
* DATA SYNCHONIZER, STATE MACHINE CLOCKS GEN. * SERVER STATE MACHINE

*TEMPERATURE MEASUREMENT
*OVERTEMPERATURE CHECK & ERROR PROCESSING
* COMMUNICATION SERVICES

* SYSTEM SERVICES & etc..

IN-SAMPLE TEMPERATURE MEASUREMENT SERVER
(movable single-channel probe) IN-SAMPLE TEMPERATURE MEASUREMENT SERVER

* SERVER COMMAND INTERPRETER & STATE MACHINE (unmovable muiti-channel probe)
* TEMPERATURE MEASUREMENT
* COMMUNICATION SERVICES MICROGRAVITATION MEASUREMENT SERVER ‘

Fig. 1. Task groups (Raw global summary)

next step immediately and programmed time-outextremely low speed ampoule motion drive (deeplgradi
Cooperating FSMs has to be synchronized bytepped steeper motor). The M2 is rotating ampoule
synchronizer because the operation speed of ditferemagazine motor and the M3 is motor which moves
servers is considerably different. Overall facilgystem insample temperature probe.

structure is shown in Fig. 5. The M1 is main vilmakess

coT T TT Ty FSM
Master FSM (Moore) ; 7@,3@@1*‘
| Next j Drives \K}f
l State State Output -
1 Function Counter Function' |
Client » Server
Command N | 1 Message _
. Synchronizer
} FSM / >
. Clock ! >
Clock Generatcz
ISR | < |
‘ > |

Fig. 2. Scheduler - Dispatcher
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CREW TECHNOQLOG CAL CLIENT

*CROW ACTLSS & MROCCSS MONITORING
* MISSION CEPCRIMONTS PROGRAM GANK

CREW TECHNOLOG CAL SERVER
EXPERIMEN™ PROGRAM CLIENT
* ACTIWVE FYXPFRIMFRNT TEOHMC NGITAL PROCFSE0OR \

* EXPERIMENT PFROGRAM INTERFRETER \
* CXPCRIMENT TINC SCGMENT MEASURCMONT

* EXPERIMENT PROGRAM STORAGE e

' EXPERIMENT DATA STORAIGE T

* CREW SERVER STATE MACHINE ) R

* TENMP=RATURE CONTROL CLIENT STATE MACHINE R
* PROTECTION CLIEN™ STATE MACHINE

" DRIVES CLIENT STATE WAZHINE

T TENPERATURE CLEN™ STATE MACHINE

* SERVERS ERROR PROCESEING

* COMMUNICATICN CHANNELS SERVICES

* NATA SYMCHNONIZFR, STATF MACHINFE Gl OCKS GFM
T 8Y¥STEM SERVIZES & elc.

Ih-3AMPLE TEMPERATURE MZASUIEMENT SERVER
{unmavable rruli-channzl probe)

MICROGRAY TATION MEASUREMENT SERVER

[ HEATING CHANNEL € SERVER
[ HEATING CHANNEL 5 SERVER
[ HEAIING CHANNE _ 4 SERVER
HEATING CHANMEL 3 SERVER
[ HEATING CHANNEL 2 SERVER

Preemptive OS

*
I3
-

* MISSION EXPERIMENTS GATHERELD DATA BAME /—‘j E .
* CURRENT ACTIVE EXPERIMENT MOMITOR e 7 //— 2 \

GRAPHIZ & TEXTUAL INTERFAZE "-\\\ III_I' e Y

FAC LITY STATUS & WARMINGS & ERRORS “-\\ CRrREW MNTZRFACZ COMPUTER @ ))'—I'
* TELEMETSY CLIEMNT TO THE EARTH “-\\ \:@_\__/' /’
* BERVZRE REQUEET STATE MACHIME \'\-.\\ I~ Ij/--

\‘“-\_\ CIC

TELEMETRY PROTOZOL SERVER S LAPTOP
* o details hera) \,\ \‘\\ Double Star

o
L |
-
]

]

r
i
¥

TELEMETR

HEAT NG CHANNEL 1 SERVER

*TEMPERATURE SEXVER COMMAMC INTERPRETER

* SERVER STATE MACHINE

TPROTEC NUN COMMANDS MESSAGE BRIDGE

" TENPERATURE MEASUREMZNT

* TENWPERATURE FIEDL 5HAFPING

* TENPERATURE ADAPTIVE REGULATCR & FWM MCD.
* COMMUMICATION SERVICES

WMAGAZINE DRIVE SERVER (half-step mode)
FROBE DRIVE SERVER (micresteppad mode)
MAIN DRIVE SERVER (microstepped moce)
* MAIN DRIVE SERVER COMMAND INTERPRET=R
* SFRWFR STATF MACHINF
* POSITION SERVO STATE MACHINE
* OVERLOADING CHECK
* MICROSTEPFING CCNTROL
* CURRENT LOO?
* COMMUNICATION SERVICES

[ PROTECTION CHANNEL 6 SERVER
[ PROTECTION CHANNEL 5 SERVER
[ PROTECTION CHANNEL 4 SERVER
PROTECTON CHANMEL 3 SERVEHR
| PROTECTION CHANMEL 2 SERVER
FROTECTION CHANNEL 1 SERVER

* PROTECTION SERVER COMMARNC INTERPRETER

- = ElA232
Fu_L DurLcx

TeCHNOLOGY CoMPUTER (TG,

COROUTINES

* BERVER STATE MACHINE

* TEMPERATURE MEASUREMENT

T OYERTENFESATURE CHECK & REUR PROCESSING

“ COMMUMNICATION SERVICZS e

IN-EAMZF TRMPFRATLIRF WMFASLIRFMENT SFRVER ,/'
(mavablz sing e-chairel prose) e

" SERVER CCMMAMD IMTERFPRETER & STATE MACH ME

" TEMPERATURE MEASLREMERT

* COMMUNICATION SERVICES

SYSTEM LOGICAL PARTITION

Fig. 3. DNCC system and software partition (Dot computer network)
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SegMachine (FSIM)

Execulive (Dispatcher) Scheduler K
[ I T T T T T T T T T T T T T T T T T T T I
! Server SeqMaching - - -- ' ! DiagCmdStateSequenceTable !
! ' | RstCmdStateSequenceTable !
', Server channel | o :
1 1 ‘é‘ * , * |
: : & . :
| Y 1 é—’ . . |

|
! " Dther FSMs | éﬁ | DownloadedSl_ateSequenceTatlle :
| ¢ # Clk )( | & | StopCmdStateSequenceTabla :
) h |
i - <F—’ I | GoCmdStateSequenceTable —
»| Server SegMach ne 1T !
| \ d B . : __.._-————VJ_ﬂtCmdS@teSequenceTable ; !
| - o A _,,--"“"-r 0 |Action | NextSlep| TimeOut | Params . !
| — o e | 1 '
| . _/""II | B _____2__’[ — —_ — . :
I - e 1 3 | [ | . |
| ‘ o : i | a !
! H'W Reset £ o | I
! / |I 7 ! | — I
l y DA | | ‘ |
! | S ! o I
: Initialization | /] Oter Fsus | | |
| L | T - |
! T ,'f ,-" S S | |
| i ‘l S |
I - .o’ll I.' / II|
! StartSeqMacnine & | L L :;:‘:am\\\'-, ‘ | |
1 Ll =\ ! |
I T It \ .l'\ nizer / ; '
| K N % L/ — |
| ; O L/ | Adtion Rogtine X |
\ L P 1
! NexyStepNow ! I|I AR v . Acﬁc\n Routine X-1 . |
: <«— SyncToClk - I.' | : |3 _/{III J viid Av:[ti::nr_}{_l (parmg) i
| | | | - i . { \ || . * |
| [ | o i * Wl 1
! | o |
i Y i Ill [ ' | Action Routine 5 | |
! RunAction - —] /== ————>|\Action Routiné 4 _| . l
i o7 ra . 1
| Routine i | | Action Routine 3| | . Qé\ !
I e s I Y . ' .
| StateCounter -1 /_./ ! I Action'Routine 2 ]Il If s !
| , | Action Routjne 1 |y S |
| ThreadPointer |-~ [ Yy & |
: : void Acticnl (parms) o |
I I { E,J-? :
| | & :
| € | 1} |
I | —_—_ - !
| | |
| L - e 1
__interrupt Driven Routines | __ || Communicaticn .
| {Time sensitive actions) | :
| | |
| | |
i SecMachineClk : > SendMsg — GethMsg |
| | :
| | |
| |
| InterruptService Y | !
| | |
! . | InterruptService Y-1 . !
: K P E ! Ms3CQueue MsgQueue i
| K ! i |
I * ! |
| - |
: | InterruptService 3 : |
|
: I InterruptService 2 R : I
. |
! InterruptService 1 . | o cation Ui !
: void Intl (void) . | orrmunication Unit !
! { | L |
\ e \ !
| ) | — ‘ ,- |
: ! / Client channel (lower level) |

Fig. 4. Server slave FSM — Table driven normaligefiware architecture
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IN-SAMPLE TEMPERATURE MEASUREMENT

I I i
/ .->_/ PRECISELY SHAPED TEMPERATURE FIELD
= ‘

AN
I 7 7 N MAIN DRIVE

'I / - N PROBE DRIVE
v MICROGRAVIMETER | — '

A PROCESSEDIMATERIAL -~
ax?! | /
FURNACE | /

d |
- ?
MAGAZINE

B A A
SHIFTING BOLT e

.THERMOCOUFES

- PROBE THERMOCOUPLE

HEATER wINDING

FEEDER

mez | ¥ ¥ ¥ :/ H; l I

D— HEATERS POWER DrivEs POWER TEMPERATURE, GRAVITATION
A CONVERTERS CONVERTERS FRONT-ENDS
MAGAZINE DRIVE
TECHNOLOGY COMPUTER NETWORK TC

F 3

ol CREwW INTERFACE ¢ ’
TELEMETRY >
COMPUTER TMC COMPUTER clc

Power & CONTROL ELECTRONICS

StaTioN GREW
ASTRONAUTS

Fig. 5. Space technology facility system structure

VI. CONCLUSION

The scientific facility with presented system stuse The process flow tables (thread descriptors) irtabée
and software architecture was implemented. Theetablyriven finite state machine are directly used asect
driven non preemptive cooperating finite state me&eh program flow final documentation with no need to
system software was proved to be suitable soluion transform it to another form. The facility has beéetong
program environment where a large number of usksta time operation in the Space and no nonstandardvizeha
have to be scheduled and dispatched and where thgs peen detected.
hardware resources are limited. The system small
overhead is required in the application and the
implemented solution offers it. The facility tegt®ve the REFERENCES
designed scheduler-dispatcher architecture givablest
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