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ABSTRACT. A geodetic measurement of shifts and deformations by a total station is a well-known and widespread used method. In this paper, an analysis of the accuracy and its changes over time of the measured values in continuous geodetic monitoring is presented. For the analysis, a set of data measured in the period of time between January 2006 to July 2010 was used. The main method of the analysis is a linear-harmonic function approximation.
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1. INTRODUCTION

A geodetic monitoring or a measurements of shifts and deformations is the branch of geodesy, which is dedicated to measure the objects periodically over time e.g. dams, bridges, buildings, landslides etc. The principle of this monitoring is the measuring of observed points on the object and comparing their position with previous results regularly in time. Measuring of the shifts is also specified in standards, e.g. in the Czech Republic it is CSN 730405. This subject is widely described in [1].

The measurements of shifts cover many areas of surveying, e.g. sub-millimetre level measuring of structures (e.g. [2]), bridges monitoring (e.g. [3]), tunnel monitoring (e.g. [4]), historical buildings monitoring (e.g. [5]) and landslide monitoring (e.g. [6]) or vertical ground deformation monitoring (e.g. [7]). A geodetic monitoring can also be used in rescue operations [8].

A geodetic monitoring is usually realized by the terrestrial methods of measuring (e.g. [9]), methods of global navigation satellite systems (GNSS, e.g. [10, 11]) or complex monitoring systems consisting of geodetic [12] and geotechnical instruments [13]. Special applications of monitoring can require special methods of determining of the shifts, e.g. a terrestrial laser scanning [14], a photogrammetry [15] or a radar interferometry, which is suitable especially for measuring dynamic movements [16].

A special case is the continuous monitoring, where the measuring machine records the measured values 24 hours a day, 7 days a week and 365 days in the year. This procedure is used for monitoring of the specific structures or other objects that create a large risk of damage to lives and property. An example might be the monitoring of the slopes, which are vulnerable to a landslide (e.g. [17, 18]).

In the processing and evaluation of the results obtained, it is necessary to know the accuracy with which each of the variables are measured. On the one hand, there is the accuracy of the instrument that the manufacturer states and was, most likely, determined in a laboratory or a calibration base in good weather conditions, and on the other hand, there is the actual accuracy that the instrument is able to achieve in a particular situation for a long-term monitoring in the specific conditions of the site.

The majority of scientific works deal with determining the accuracy of the measurements according to the standard ISO 17123, before the measurement starts (described in e.g. [19] or [20]). This procedure is suitable for short-term measurements, when local conditions do not change a lot, but it is not suitable for long-term monitoring, when conditions of the site change in time.

This article deals with identifying and evaluating the accuracy of the measurements of the automatic total station during the monitoring of the stability of slopes in the brown coal mine.

2. DESCRIPTION OF THE MONITORING SYSTEM

The data that were used for the analysis of the accuracy of the measurements are from the monitoring system from the ČSA surface mine. The mine is situated in the North Bohemia under the Ore Mountains (WGS84: 50.5380206N, 13.5254592E). Measured data were obtained from the Severní energetická a.s., which owns the ČSA mine. Unfortunately, the data can not be linked without the agreement of the Severní energetická a.s.

The monitoring system consists of several parts, the main element, which is the automatic total station Leica TCR 2003A, observed and reference points and a management center. Total station is located in the middle of the mine in a protective shelter (see Fig. 1). The observed points are located on the slopes of the Ore Mountains and the reference points are located...
on objects on the opposite side of the mine. The protective shelter for the total station is made from a metal with windows made of an ordinary glass and is equipped with a heating and an air conditioning (keep the internal temperature in the range of operating temperatures of the total station).

The total station was purchased especially for this purpose in 2005. The manufacturer declares the standard deviations of horizontal direction a zenith angle 0.15 mgon (measured in both faces) and the standard deviation of the slope distance 1 mm + 1 ppm · D.

The total station measures all observed and reference points every hour for 365 days a year with the exception of service outages and periods when visibility is not sufficient.

Outside temperature and atmospheric pressure are stored in addition to the standard measured values by the total station (a horizontal direction, a zenith angle and slope distance). There are calculated shifts for each round of measurements in the management center. The relevant employees of the company are automatically informed by a text message in the case of an imminent danger.

A detailed description of the monitoring system is given in [21]. The measured values from the period from the beginning of 2006 to July 2010 were used for the analysis of the accuracy of the horizontal direction, the zenith angle and a slope distance.

3. MATHEMATICAL BASIS

OF THE ANALYSIS OF THE ACCURACY
OF THE MEASUREMENTS

At first, an estimate of the accuracy of the measurements can be calculated from the measured values for an analysis of the accuracy. This estimate of the accuracy is based on the calculation of the accuracy from the differences between the consecutive measurements according to (1), which can be regarded as a pair of measurements.

The calculation was very sensitive to the choice of the linear regression. The coefficients of L-H function have been obtained by an approximation using method of least squares. The calculation was very sensitive to the choice of the approximate unknowns due to the large number of standard deviations and their similar size. The same weight was assigned to all standard deviations in calculation.

Linear coefficient of the L-H function was further tested by the tests of statistical hypotheses, whether the data comprise linear trend, namely whether the calculated coefficient corresponds to the expected value of $\Theta$. In this case, the premise is that the parameter $b$ has a value $\Theta = 0$. It means that the standard deviation has no trend. Null hypothesis will be of the form:

$$H_0 : b = \Theta \Rightarrow b = 0.$$ (4)
Testing can be done on the base of the two test criteria. In the first case, the tested value $F$ has the Fisher distribution of probability with $(n - k)$ degrees of freedom

$$ F = \frac{(b - \Theta)^2}{\sigma_b^2}. \quad (5) $$

In the second case, the tested value $T$ has the Student $T$-distribution of the probability with $(n - k)$ degrees of freedom

$$ T = \frac{b - \Theta}{\sigma_b}. \quad (6) $$

Critical values $F_\alpha$ and $T_{\alpha/2}$ are determined from tables, or by calculation for the two-sided test at a significance level $\alpha$. The null hypothesis will be rejected if $F > F_\alpha$ or $|T| > T_{\alpha/2}$.

The second step of the analysis was a comparison of the L-H curve of the standard deviation of the measurements with the L-H curve of the temperature of the air, which was determined by the same calculation as the L-H curve of the standard deviation of the measurements from the equation (3) of the daily average air temperature values. The premise of this comparison is that the accuracy of the measurements depends on the temperature changes during the year.

The third step in the analysis of the accuracy is the calculation of the accuracy for a longer time intervals and their comparison. These time intervals were chosen in the lengths of 7 days, 30 days and 90 days. The analysis was carried out for the reference points 91, 92, 93 and 95. Reference point no. 94 was not tested because it was measured for a short period of time in comparison with the other points.

4. RESULTS OF THE ANALYSIS

OF THE ACCURACY

OF THE HORIZONTAL DIRECTIONS

Analysis of the accuracy of the horizontal directions was carried out according to the process described in the previous chapter. In the calculation of the differences of pairs of measurements according to (1), the size of the limit difference $\Delta_M$ was chosen at the value of 0.01 gon. The choice was not based on the accuracy of the horizontal direction specified by the manufacturer of the device (standard deviation to calculate the limit difference), because the accuracy of the manufacturer may not be retained in the specific conditions of the mine. Therefore, the size of the marginal difference was determined experimentally from the graphs of measured values of the horizontal direction.

In Fig. 2, the calculated daily standard deviation for all tested reference points is shown. It is seen that the progress of the size accuracy is approximately the same for all points, only in rare cases, there are outliers.

In Fig. 2, the calculated daily standard deviation for all tested reference points is shown. It is seen that the progress of the size accuracy is approximately the same for all points, only in rare cases, there are outliers.

At first, approximation of daily standard deviations of the horizontal direction was made by using the L-H function as an approximation curve. The computed values of the important coefficients of approximation curves for individual reference points are listed in Table 1. There is not an coefficient $a$ that is an absolute part of the L-H function (approximate mean value), and a coefficient $d$, which is a phase shift of the periodic part of the function. Standard deviations and the approximation curve of measurements for the
Table 1. Important coefficients of approximation curves of horizontal direction standard deviations.

<table>
<thead>
<tr>
<th>Coefficient</th>
<th>Reference point</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>91</td>
</tr>
<tr>
<td>$b$ [mgon/yr]</td>
<td>0.01</td>
</tr>
<tr>
<td>$\sigma_b$</td>
<td>$3 \cdot 10^{-6}$</td>
</tr>
<tr>
<td>$c$ [mgon]</td>
<td>0.12</td>
</tr>
<tr>
<td>$\sigma_c$</td>
<td>$2 \cdot 10^{-6}$</td>
</tr>
<tr>
<td>$t$ [day]</td>
<td>366.1</td>
</tr>
<tr>
<td>$\sigma_t$</td>
<td>0.001</td>
</tr>
</tbody>
</table>

Figure 3. Approximation curve of the standard deviations of horizontal direction – reference point 91.

It can be clearly seen from the chart that the values of the standard deviation lie between the values 0.2 and 1.0 mgon, and that the approximation curve has a small amplitude. The mean value lies between the values 0.5 and 0.6 mgon. The value of the linear trend obtained from Table 1 is 0.01 mgon per year, which is a value that can be neglected regardless of the fact that the results of the tests of statistical hypotheses confirm the linear trend.

A part of the analysis was the calculation of the average standard deviations of the horizontal direction for all the reference points. The average standard deviations were calculated using the root mean square of the daily standard deviations of the horizontal directions. The average standard deviations are listed in Table 3. There are also the smallest and the largest daily standard deviations and numbers of the daily standard deviations in Table 3.
Figure 4. Comparison of the approximation curves of the temperature and the standard deviation of the horizontal direction – reference point 91.

Table 2. Results of the tests of the statistical hypothesis.
5. Analysis of the Accuracy of the Zenith Angle

Analysis of the accuracy of the zenith angle is based on the same approach as the previous analysis of the accuracy of the horizontal direction. Even in this case, the limit difference $\Delta M$ was chosen as the value of 0.01gon during the calculation of the differences of pairs of measurements \( (1) \), for the same reasons that were described in the section dedicated to accuracy of the horizontal direction.

Fig. 6 shows the calculated daily standard deviations for all tested reference points from which it can be seen that the progress of the size accuracy is similar for all points, only for reference point 91 are the values of the standard deviations lower than the average for the other points. In comparison with the horizontal direction, there are also more outlying values, but due to the considerably greater influence of the refraction in the vertical direction, it can be expected.

Firstly the approximation of the calculated standard deviations for each day was done using the L-H function. The values of the important coefficients of curves for all tested reference points are listed in Table 4. Chart of values of standard deviations and the approximation curve for the reference point 91 is shown in Fig. 7.

Fig. 7 shows that the large part of values of the standard deviation lies in the range from 0.2 to 0.8mgon. The approximation curve is very flat and the mean value is approximately 0.5mgon. The value of the linear trend given in Table 4 is $-0.01$ mgon per year (the highest value of all the reference points). In this situation, the value of the linear trend is so small that it can be neglected, despite the fact that the linear trend can be considered for the proven based on the results of the tests of statistical hypotheses listed in Table 5.

Furthermore, it is obvious from the approximation curve in Fig. 7 that a period of harmonious part and the max/min of the curve do not correspond to the seasons. It is obvious from Table 4 that the value of the period is around 400 days.

The next step of the analysis was a comparison of the calculated approximation curves of the standard deviations of the zenith angle with the approximation curve of the air temperature. The comparison was carried out in a graphical way. The result is shown in Fig. 8. We can conclude the same thing as from the Fig. 7. The data may contain a certain period, but its dependence on the temperature can’t be proved. In the case of the zenith angle the size of the standard deviation is probably mainly affected by influences other than the temperature of the air (direct sunlight, wind, precipitation, etc.).

The graph clearly shows that even in longer time intervals, there are noticeable periodic changes of the size of the standard deviation. However, for the interval of 90 days, the curve is almost flat.

Similarly as for the horizontal direction, the average standard deviation of the zenith angle was calculated for all reference points, using the root mean square of the daily standard deviations. The average standard deviations are listed in Table 6 which also contains the smallest and the largest daily standard deviation and a number of daily standard deviations used for the analysis.

<table>
<thead>
<tr>
<th>Reference point</th>
<th>91</th>
<th>92</th>
<th>93</th>
<th>95</th>
</tr>
</thead>
<tbody>
<tr>
<td>$\sigma_\phi$ [mgon]</td>
<td>0.66</td>
<td>0.75</td>
<td>0.63</td>
<td>0.61</td>
</tr>
<tr>
<td>min $\sigma_\phi$ [mgon]</td>
<td>0.02</td>
<td>0.09</td>
<td>0</td>
<td>0.12</td>
</tr>
<tr>
<td>max $\sigma_\phi$ [mgon]</td>
<td>2.11</td>
<td>2.87</td>
<td>2.17</td>
<td>1.9</td>
</tr>
<tr>
<td>$n$</td>
<td>1579</td>
<td>1593</td>
<td>1610</td>
<td>1137</td>
</tr>
</tbody>
</table>

Table 3. Average daily standard deviations of the horizontal direction, min./max. values.

<table>
<thead>
<tr>
<th>Coefficient</th>
<th>Reference point</th>
<th>91</th>
<th>92</th>
<th>93</th>
<th>95</th>
</tr>
</thead>
<tbody>
<tr>
<td>$B$ [mgon/year]</td>
<td>-0.01</td>
<td>0.002</td>
<td>0.0005</td>
<td>0.002</td>
<td></td>
</tr>
<tr>
<td>$\sigma_B$</td>
<td>$2 \cdot 10^{-5}$</td>
<td>$4 \cdot 10^{-7}$</td>
<td>$5 \cdot 10^{-7}$</td>
<td>$5 \cdot 10^{-7}$</td>
<td></td>
</tr>
<tr>
<td>$c$ [mgon]</td>
<td>0.03</td>
<td>0.04</td>
<td>0.01</td>
<td>0.03</td>
<td></td>
</tr>
<tr>
<td>$\sigma_c$</td>
<td>$4 \cdot 10^{-5}$</td>
<td>$7 \cdot 10^{-7}$</td>
<td>$4 \cdot 10^{-6}$</td>
<td>$2 \cdot 10^{-7}$</td>
<td></td>
</tr>
<tr>
<td>$T$ [day]</td>
<td>390.6</td>
<td>391.8</td>
<td>424.4</td>
<td>408.2</td>
<td></td>
</tr>
<tr>
<td>$\sigma_T$</td>
<td>0.04</td>
<td>0.0001</td>
<td>0.10</td>
<td>0.003</td>
<td></td>
</tr>
</tbody>
</table>

Table 4. Important coefficients of the approximation curves of the zenith angle standard deviations.
Figure 6. Calculated daily standard deviations of the zenith angle for all reference points.

Figure 7. Values of standard deviation of the zenith angle and approximation curve – reference point 91.

<table>
<thead>
<tr>
<th>Reference point</th>
<th>91</th>
<th>92</th>
<th>93</th>
<th>95</th>
</tr>
</thead>
<tbody>
<tr>
<td>$F$</td>
<td>67 349</td>
<td>22 528</td>
<td>794 872</td>
<td>11 338 453</td>
</tr>
<tr>
<td>$F_{\alpha=0.5}$</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>$T$</td>
<td>260</td>
<td>4746</td>
<td>892</td>
<td>3367</td>
</tr>
<tr>
<td>$T_{\alpha=0.25}$</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>$n'$</td>
<td>1574</td>
<td>1588</td>
<td>1605</td>
<td>1132</td>
</tr>
</tbody>
</table>

Table 5. Results of the tests of the statistical hypothesis.
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Figure 8. Comparison of the approximation curves of the temperature and standard deviation of the horizontal direction – reference point 91.

Figure 9. Standard deviations of the zenith angle in different time intervals – reference point 91.

Table 6. Average daily standard deviations of the zenith angle and min./max. values.
The standard deviation of the slope distance to the last quantity, directly measured by the total station, is the slope distance. The analysis of the accuracy was carried out using the same process as the previous analysis of the accuracy of the horizontal direction and the zenith angle. In this case, the limit difference was selected as the value $\Delta_M = 0.007$ m for the calculation of the differences of pairs of measurements [1].

The choice of the limit difference was based on the same assumptions as in the case of the horizontal direction and the zenith angle. The standard deviation of the slope distance, according to the manufacturer, is $\sigma_S = 1 \text{ mm} + 1 \text{ ppm} D$ ($D$ is measured distance). The standard deviation of the slope distance to the reference point 91 is then 2.3 mm. The limit difference can be determined as $\Delta_M = \sigma_S \cdot \sqrt{2} \cdot u_p$ ($u_p = 2$ for probability 95%), $u_p$ is the coefficient of the standard normal distribution). The calculated value of the limit difference is then 6.5 mm that was rounded up to 7 mm, and used in [1]. Because there was a minimum of occurrences of a larger difference than the limit difference, in the experimental testing of measurements.

The calculated daily standard deviations of the slope distance for all tested reference points are shown in Fig. 11. It is seen that the progress of the accuracy is similar for all points, only for the point 92, the standard deviation is slightly higher than for the other points. This is caused probably a stabilization of the reference point 92, which is high lattice tower.

The first step of the analysis was, again, an approximation of the calculated daily standard deviations by the L-H function. The calculated values of important coefficients of the approximation curves are listed in Table 7. Chart of the values of the standard deviations and the approximation curve for the reference point 91 is shown in Fig. 11.

From the graph in Fig. 11, it can be seen that the values of the standard deviation are almost all located in the interval with the upper limit of the value of 2.5 mm, which is slightly more than the manufacturer declared standard deviation. In this case, the approximation curve is not flat, there is an obvious linear trend. The value of the linear trend for the reference point 91 is, as can be seen in Table [1], 0.06 mm a year (the highest of the tested reference points). The linear trend can be considered as proven, based on the results of the tests of the statistical hypotheses listed in Table [6]. But the value of the linear trend is very small and it is possible to neglect this trend for a given purpose. It is important to note that a positive linear trend reflects the deteriorating accuracy of the slope distance. There is a visible decrease of the blue dots scattering (the value of the standard deviation of the slope distance) over time in Fig. 11. This phenomenon is observable for most of the slope distance, for the horizontal direction, it is less noticeable, and for the zenith angle, it is practically not observable.

The next step of the analysis was a comparison of the calculated approximation curves of the standard deviations of the slope distance with the approximation curve of the air temperature. The comparison was carried out in a graphical way. The result is shown in Fig. 12. This figure expresses the same conclusion that is obvious from the Fig. 11. The size of the standard deviation of the slope distance is dependent on the temperature of the air. The standard deviation of the slope distance increases in the warm months, while reaching minimum values in the winter. Values of the period bring the same conclusion as graph. The length of the period is about 367 days (listed in Table 7).

The last graph in Fig. 13 expresses a comparison of the standard deviation of the slope distance calculated for different time intervals. We can see in Fig. 13 that noticeable periodic changes of the value of the standard deviation remain even in longer time intervals and that there is a slight increase of the value of the standard deviation since the beginning of 2009.

Similarly, as in the section on horizontal direction and in the section on zenith angle, the average standard deviation of the slope distance was calculated for all the reference points by using the root mean square of the daily standard deviations. The averages of the standard deviations are listed in Table 6. Table 6 also contains the smallest and the largest daily standard deviation of the slope distance and the number of daily standard deviations used for the

<table>
<thead>
<tr>
<th>Coefficient</th>
<th>Reference point</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>91</td>
</tr>
<tr>
<td>$B \ [\text{mm/year}]$</td>
<td>0.06</td>
</tr>
<tr>
<td>$\sigma_B$</td>
<td>$1 \cdot 10^{-7}$</td>
</tr>
<tr>
<td>$c [\text{mm}]$</td>
<td>0.19</td>
</tr>
<tr>
<td>$\sigma_c$</td>
<td>$2 \cdot 10^{-6}$</td>
</tr>
<tr>
<td>$T [\text{day}]$</td>
<td>367.1</td>
</tr>
<tr>
<td>$\sigma_T$</td>
<td>0.0001</td>
</tr>
</tbody>
</table>

Table 7. Important coefficients of the approximation curves of the standard deviations of the slope distance.
**Figure 10.** Calculated daily standard deviations of the slope distance for all reference points.

**Figure 11.** Approximation curve of the standard deviations of the slope distance for reference point 91.

<table>
<thead>
<tr>
<th>Reference point</th>
<th>91</th>
<th>92</th>
<th>93</th>
<th>95</th>
</tr>
</thead>
<tbody>
<tr>
<td>$F$</td>
<td>173 610 514 013</td>
<td>2 970 776</td>
<td>883 731 125</td>
<td>10 549 655 517</td>
</tr>
<tr>
<td>$F_{\alpha=0.5}$</td>
<td>4</td>
<td>4</td>
<td>4</td>
<td>4</td>
</tr>
<tr>
<td>$T$</td>
<td>416 666</td>
<td>1 724</td>
<td>2 9728</td>
<td>102 712</td>
</tr>
<tr>
<td>$T_{\alpha=0.25}$</td>
<td>2</td>
<td>2</td>
<td>2</td>
<td>2</td>
</tr>
<tr>
<td>$n'$</td>
<td>1 574</td>
<td>1 588</td>
<td>1 605</td>
<td>1 132</td>
</tr>
</tbody>
</table>

**Table 8.** Results of the tests of the statistical hypothesis.
Figure 12. Comparison of the approximation curves of the temperature and the standard deviations of the slope distance – reference point 91.

Figure 13. Standard deviations of the slope distance in different time intervals – reference point 91.

<table>
<thead>
<tr>
<th>Reference point</th>
<th>91</th>
<th>92</th>
<th>93</th>
<th>95</th>
</tr>
</thead>
<tbody>
<tr>
<td>( \bar{\sigma}_s ) [mm]</td>
<td>1.06</td>
<td>1.37</td>
<td>0.93</td>
<td>0.84</td>
</tr>
<tr>
<td>( \min \sigma_s ) [mm]</td>
<td>0.09</td>
<td>0.09</td>
<td>0</td>
<td>0.09</td>
</tr>
<tr>
<td>( \max \sigma_s ) [mm]</td>
<td>3.49</td>
<td>4.46</td>
<td>5.27</td>
<td>3.67</td>
</tr>
<tr>
<td>( n )</td>
<td>1579</td>
<td>1593</td>
<td>1610</td>
<td>1137</td>
</tr>
</tbody>
</table>

Table 9. Average standard deviations of the slope distance and min./max. values.
7. DISCUSSIONS OF THE FINDINGS

The analysis of the accuracy of the measurements has brought very interesting results. The results of the analysis of the individual variables are often similar, this mainly applies to the horizontal direction and the zenith angle. The most important results are the values of the linear trends, the absolute values of the standard deviation and the dependence of the size of the standard deviation on the air temperature.

In the analysis of the accuracy of the horizontal direction, the average standard deviation of the horizontal direction was determined with the value of 0.58 mgon. This value is higher than the value declared by the manufacturer, but the accuracy is sufficient for the purpose of this monitoring. The calculated standard deviation includes, in addition to the accuracy of the measurement and the accuracy of the automatic target recognition, the effect of the surrounding environment (for the consecutive measurements), e.g. the influence of the atmosphere and the changes in optical parameters of the glazing of the shelter.

However, even more important is the fact that the calculated values of the daily standard deviation show a very small linear trend. It is essential for the conclusion that the accuracy of the horizontal direction is constant and it almost does not change in the term of several years.

The values of standard deviation of the horizontal direction change periodically, with the annual period and the average amplitude of 0.1 mgon. These periodic changes are most likely caused by meteorological phenomena, specifically an air temperature as it is apparent from a comparison of the approximation curves of the temperature and the standard deviation of the horizontal direction. It can be said that the values of standard deviation are generally higher in the summer than in the winter.

The average standard deviation of the zenith angle was determined with the value of 0.58 mgon in the analysis of the accuracy of the zenith angle. This value is lower by 0.08 mgon than the average standard deviation of the horizontal direction. This is a very good result, because it confirms the manufacturer’s claim that the accuracy of the measurement of the horizontal direction and the zenith angle is the same.

Similarly, as in the accuracy of the horizontal direction, the calculated accuracy of the zenith angle also includes an accuracy of the automatic target recognition and other effects of the surrounding environment.

A linear trend of the accuracy of the zenith angle is negligible, as in the case of the accuracy of the horizontal direction. The linear trend is evenly decreasing in the case of the reference point 91. As it was already described above, very important is a fact that the accuracy of zenith angle is constant throughout the analyzed period.

However, the standard deviation of the zenith angle does not show any changes with significant annual periodic amplitude compared to the accuracy of the horizontal direction. The calculated amplitude is around 400 days. Also, the temperature dependence is not apparent to the standard deviation of the zenith angle. Consequently, it can be assumed that the changes in the air temperature and other atmospheric phenomena do not have an influence on the size of the standard deviation of the zenith angle in the long term.

The last analyzed measured value was the slope distance, for which the average standard deviation was of 1.1 mm. This value of the average standard deviation is a half of the one declared by the manufacturer for these distances. The value of the average standard deviation corresponds to a constant part of the formula for the calculation of the standard deviation of the distance given by the manufacturer. It seems that the part of the formula depending on the distance has no effect in this case. It can be assumed that the accuracy of the automatic target recognition does not apply in the accuracy of the slope distance.

The detected linear trend of the accuracy of the slope distance is very small and it is insignificant in this application of the monitoring. But, in the charts for all reference points, there is a noticeable increase of the number of the standard deviations with a higher value since the half of the 2008. One can infer that the accuracy of the slope distance is getting slightly worse. It is apparent from the charts, but the size is negligible compared to the accuracy of the slope distance. This deterioration may be caused by, for example, wear down of the laser beam source used for measuring lengths and the automatic target recognition. Values of the standard deviation of the slope distance shows annual periodic changes with amplitude of about 0.2 mm. Maximum and minimum of the approximation curve correspond to the seasons. The standard deviations reach higher values in the summer and lower values in the winter. It is clear that the value of the standard deviation of the slope distance is dependent on the temperature of the air.

8. CONCLUSIONS

The analysis of the measured values by the total station determined the average standard deviations of the horizontal direction (0.66 mgon), the zenith angle (0.58 mgon) and the slope distance (1.1 mm). Other result of the analysis is very small linear trend of the standard deviations of the all measured values. The value of the standard deviations of the horizontal direction and the slope distance is significantly dependent on the air temperature.

Finally, it can be said that the accuracy of the angle measurements is stable and the accuracy of the slope
distance is getting slightly worse, but the change is negligible in the analyzed time period. On the one hand, the average standard deviations of the horizontal direction and the zenith angle are almost identical and also higher than the manufacturer declares, on the other hand, the average standard deviation of the slope distance is less than the manufacturer declares. The determined standard deviations of the measurements meet the requirements of the accuracy of the monitoring of landslides in the ČSA mine.

LIST OF SYMBOLS

- \( l_i \): measurement in time \( i \) (horizontal direction, zenith angle, slope distance) [gon, m]
- \( s_i \): estimate of the standard deviation of the measurement
- \( x \): time of measurement in the L-H function [day]
- \( y \): estimate of the measurement in the L-H function [gon, m]
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