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ABSTRACT. An optimization method for an ensemble local mean decomposition (ELMD) parameters selection using genetic algorithms is proposed. The execution of this technique depends heavily on the correct choice of the parameters of its model as pointed out in previous works. The effectiveness of the proposed method was evaluated using synthetic signals, discussed by several authors. The resulting algorithm obtained similar results to OELMD, but with an 82% reduction in processing time. Actual vibration signals were also analyzed, presenting satisfactory results.
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1. INTRODUCTION

Due to the wide variety of application, several signal processing techniques have been developed in recent years [1][2]. In 1998, a major advance in so-called decomposition techniques occurred when [3] introduced the empirical mode decomposition (EMD), which was an effective tool for a non-linear and non-stationary signal analysis. In this method, a complex signal could be decomposed on a series of sums of finite functions called intrinsic mode functions (IMF) that represents the oscillatory components of the signal. However, one of the main disadvantages of this technique is its susceptibility to mode mixing phenomenon. [4]. Mode mixing occurs when multiple modes resides within one IMF. To prevent this, in 2005, the local mean decomposition (LMD) [5] was developed in order to mitigate the mode mixing.

Nevertheless, when tested against highly complex and contaminated signals, such as faulty mechanical components vibration, despite showing superiority when compared to EMD [5], the LMD still suffers, in a prohibitive way, of mode mixing problem. Therefore, in order to improve its applicability in complex signals [6] proposed an ensemble local mean decomposition (ELMD), which adds white noise to the vibration signals in order to obtain the optimal compositions. Meanwhile, according to [7], the effectiveness of ELMD in reducing mode mixing is highly influenced by its parameters, such as white noise amplitude, bandwidth and ensemble numbers. Different drawbacks are also pointed out by other authors, such as the occurrence of pseudo-components ([8]) and poor signal reconstruction ([7]).

Regarding the choice of appropriate parameters for the ELMD, [4] proposed an optimized ensemble local mean decomposition (OELMD), an optimization of the technique, in which parameters are chosen to satisfy the decomposition performance. However, the technique used a gross-based method for testing of several values for the parameters, leading to a highly prohibitive computational cost.

In this scope of optimization, genetic algorithms (GA) are techniques that search for the best result based on the principles of genetics and natural selection strongly studied by [9][10] and disseminated since 1970s. A GA allows that a population composed of various individuals get involved in certain rules that minimize (or maximize) a cost function. This article proposes a new approach in the optimization of ELMD parameters to satisfactorily fulfill the decomposition performance. Thus, better results than the ELMD with regards to mode mixing are expected, as well as better results than OELMD in terms of processing time.

Although this article is inspired by previous works [4][9], none of these studies, unlike ours, reported the use of genetic algorithms to reduce the number of iterations necessary in the search for optimal parameters.

Furthermore, in order to assess the effectiveness of the proposed method in one of its many applications, this work intends to use the algorithm in the analysis of bearing failure diagnosis.

Thus, this work comes with the following contributions: (a) development of a new procedure based on genetic algorithms to determine white noise parameters in an ELMD; (b) extend the work of [4] on the investigation of RRMSE and SNR in the optimal parameters selection; and (c) evaluation of the effectiveness of time-frequency techniques in the diagnosis of fault mechanical components.

The work is divided into six sections: Section [1] introduces the subject of decompositions and forms of optimization; Section [2] introduces the fundamentals of local mean decomposition and its derivations;
Section 3 presents the methods of optimization of parameters based on genetic algorithms; Section 4 compares the proposed methodology with that suggested by [3] and other LMD improvements, by means of a synthetic signal; Section 5 presents the methods of optimization of parameters based on genetic algorithms; Section 4 proposes a method of a tension parameter could control the shape of the cubic spline. According to the authors’ procedure of a tension parameter could control the shape of the cubic spline. Interpolation coupled with an optimization algorithm ([18, 19], using the moving average algorithm (MA), has been studied with proven efficacy [3, 5, 18, 19, 21, 22] argue that this method could lead the decomposition to incoherent results. Thus, [23] proposed a cubic spline interpolation based on LMD (SLMD) due its property of a good convergence and high smoothing. However, [24] confirmed that large interpolation errors can occur in the local amplitude calculation. Thereby, the authors have proposed a rational Hermite interpolation (OLMD), replacing the spline interpolation, stating that it could better counteract the waveform of the amplitude. Nevertheless, [22] confirm that the Hermite interpolation cannot adaptively adjust the shape of the curves with the varying local characteristics of the waveform in the sifting process. Therefore, the authors suggest that a rational spline interpolation coupled with an optimization procedure of a tension parameter could control the shape of the cubic spline. According to the authors’ studies, their method yields more accurate results of decomposition as well as a reduction of the total processing time of the technique. Some smooth examples are show in Figure 4.
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Due to its notorious importance in the LMD final results, proposed a method called sifting stopping, which defines an optimal number of iterations for the decomposition, which consequently brought better results of the method as well as reducing the processing time.

(4.) Calculation of the signal $s_1(n)$, envelope signal $a_1(n)$ and the product function $PF_1(n)$ after the execution of the sifting process. Considering a process with $p$ iterations, the values of $s_1(n)$, $a_1(n)$ and $PF_1(n)$ are given by:

$$s_1(n) = s_{1p}(n)$$

$$a_1(n) = \prod_{j=1}^{N} a_{ij}(n)$$

$$F_1(n) = a_1(n) \cdot s_1(n)$$

(5.) Subtract the product function from the signal $x(n)$. The process must be repeated $m$ times until the entire signal is decomposed, so that:

$$x(n) = \sum_{i=1}^{m} PF_i(n)$$

2.1. Ensemble local mean decomposition

Components of the product function with different characteristics are obtained by means of the LMD method. However, due to the signal discontinuity, mode mixing still occurs during the LMD process. This condition causes an ambiguity in the physical meaning of the instantaneous frequencies of the product function after the decomposition.

From this point of view, demonstrated that the addition of different Gaussian white noises to the signal prior to its decomposition by LMD could drastically decrease the mode mixing phenomenon. Although it may seem that the addition of the disturbance to the signal could reduce the signal-to-noise ratio (SNR) and consequently bring erroneous results to the decomposition, due to the addition of a nonexistent product function, the authors proved that because there are several independent Gaussian white noises, the average of all added noise would tend to zero. Thus, the technique repeatedly applies the LMD method to the signal along with a Gaussian white noise of a finite amplitude. The average of the product functions derived from the various applications is used as the result of the decomposition. Since the mean noise is zero, all disturbance added can be considered as excluded. This technique was called ensemble local mean decomposition (ELMD) and yields results far superior to those of LMD in a fault diagnosis of rotating machines.

According to ELMD can be described by the following steps:

(1.) Adding white noise to the signal $x(t)$ thus forming $y(t)$.

(2.) Applying the LMD to signal $y(t)$ in order to obtain multiple product functions.

(3.) Repeat steps 1 and 2 several times adding different noises at each iteration.

(4.) Calculating the mean of the $PF$ obtained and consequently using it as the result of the decomposition.

3. Ensemble local mean decomposition based on genetic algorithms

Genetic algorithm (GA) is based on the principles of genetics and natural selection. A GA allows a
population composed of many individuals to be involved under some sort of natural selection rule, so that the final population is the one that best fits those conditions.

Thus, the first step is to define the condition of the environment for the population, in this case, the cost function. In this work, it is essential that that the white noise added to the original signal has a maximum value of \( RRMSE \), which evaluates the difference between the product functions and the original signal in order to cancel the mode mixing. However, the cost function minimization is used as an optimization notation, thus establishing the cost function as:

\[
Cost = -RRMSE
\]  

(14)

Therefore, an initial population is defined, which can be formed by totally random chromosomes or by initial guesses in order to improve the convergence of the algorithm. In the proposed method, the population is defined in a totally random way, but within a defined range based on data taken from the signal to be decomposed.

\[
Population = rand(N_{cro}, N_{var})
\]  

(15)

Where, \( N_{cro} \) represents the number of chromosomes of a population and \( N_{var} \) represents the number of alleles contained in the chromosome.

Subsequently the pairing is defined, where the most adapted chromosomes are placed in order to cross. Parents are defined randomly, and each pair produces two descendants, which contain traits from each parent. The parents still survive to be a part of the next generation. The more similar the two parents are, the better is the convergence towards a final population.

Once the pairing is defined, the crossover stage is started. Several methods have been developed to optimize the creation of a descendant. The simplest methods of crossbreeding are those called \[11\] points. In these, one or more chromosome points are selected as crossing points. Then, the variables between these points are exchanged between the two parents. The main disadvantage of this technique is that there is no new information in the generation of individuals, they are just replicas of the random values provided by the initial population. Therefore, a variation of this method was suggested, the so-called simple crossing \[12\]. In this method, a descendant comes from the combination of parents, so the chromosome assumes new values, even though it is still related to its predecessors. The formation of an allele for this chromosome is demonstrated by:

\[
\text{allele}_{\text{new}} = \alpha \cdot \text{allele}_{\text{mom},n} + (1 - \alpha) \cdot \text{allele}_{\text{dad},n}
\]  

(16)

\( \alpha \) being a random number between 0 and 1; \( \text{allele}_{\text{mom},n} \): \( n \)th allele on the mother chromosome, and \( \text{allele}_{\text{dad},n} \): \( n \)th allele on the father chromosome. Note that in a simple crossing, if the value of \( \alpha = 0.5 \), the descending chromosome allele becomes a simple average of the parent variables. However, even if this method allows new information to be entered by combining information from parents, it does not allow values outside parent’s extremes. Therefore, another approach, proposed by \[12\], was the heuristic crossover, which again uses a random variable, \( \beta \), chosen in the interval \([0,1]\), to define one or more alleles of the descendants. In this work, the use of the heuristic crossover was defined in the implementation of the algorithm because it yields better results in the search for the global maximum \[13\]. Thus, in the generation of a new population lineage, this crossing is imposed for at least one allele of each descendant. This one is chosen at random and the remaining variable is fairly distributed to the children, so that each parent is always represented.

\[
\text{allele}_{\text{new}} = \beta \cdot (\text{allele}_{\text{mom},n} - \text{allele}_{\text{dad},n}) + \text{allele}_{\text{mom},n}
\]  

(17)

Finally, some form of mutation can be defined for chromosomes in the population. The mutation process is important in some cases where a function can assume several local maximums and the cost function eventually converges to one of these maximums. If there is no preventive measure, the result can be far from the overall maximum cost. In this work, the mutation is defined in a completely random way, where a random value between 0 and 1 is calculated. If it is greater than 0.8 (arbitrarily chosen value) a chromosome is recalculated in a random way, without presenting any correlations with its parents.

The proposed method is exemplified by the flowchart shown in Figure \[2\] which represents an application of genetic algorithms to the method developed by \[3\].

## 4. Simulated Signal Test

The test of the proposed technique was carried out using a synthetic signal \( x(t) \) extracted from \[4\], obtained by summation of the three components presented in Equations \[15\] \[19\] and \[20\] shown in Figure \[2\]. Since it is often impossible to know all the compositions of a real signal, the use of synthetic ones is very useful for the evaluation of a signal processing method.

\[
x(t) = x_1(t) + x_2(t) + x_3(t)
\]  

(18)

\[
x_1(t) = 1.5 \cdot e^{-800t} \cdot \sin(2\pi \cdot 5000t)
\]  

(19)

\[
x_2(t) = 0.2 \cdot (1 + \cos(2\pi \cdot 100t) + \cos(2\pi \cdot 100t))
\]  

(20)
Where, $x_3(t)$ is white Gaussian noise with a bandwidth from 2 to $4kHz$, and, $t'$ is a periodic function with a fundamental period of $1/160s$. According to [4], this frequency was chosen because, when compared with low frequency noises, high frequencies generally present larger contributions to the extremes of the original signal.

In order to compare the performance of the proposed GAB-ELMD (genetic algorithm based - ensemble local mean decomposition) to OELMD and LMD methods (using MA and sifting process for smoothing, respectively) root-mean-square error (RMSE), the number of product functions and processing time are considered as indicators. The expression for the RMSE is given by.

$$RMSE = \sqrt{\frac{\sum_{i=1}^{N}[x_i(t) - PF_i(t)]^2}{N}}$$ \hspace{1cm} (21)
<table>
<thead>
<tr>
<th>Methods</th>
<th>RMSE</th>
<th>Processing</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PF1</td>
<td>PF2</td>
</tr>
<tr>
<td>OELMD</td>
<td>0,171 ± 0,017</td>
<td>0,125 ± 0,006</td>
</tr>
<tr>
<td>GAB</td>
<td>0,197 ± 0,033</td>
<td>0,117 ± 0,020</td>
</tr>
</tbody>
</table>

Table 1. Comparison of performance between OELMD’s and proposed method’s performances.

Figure 4. Model of the RRMSE values for signal defined by Eq. 18 based on the amplitude and bandwidth values of the noise.

Figure 5. Signal’s processing time per sample size.

Figure 6. Heat map showing the number of times such a solution was obtained for a method based on genetic algorithm.

an intrinsic phenomenon of the ELMD method, in this work, the reapplication of the decomposition based on RRMSE in order to mitigate mode mixing is proposed. Recent works, such as [16] and [4], have already investigated the use of RRMSE as a parameter of mode mixing between product functions, but none of them used it in order to reapply the decomposition in the product functions with the highest RRMSE. Based on the characteristics of this function, reapplication of decomposition is based on the following steps:

(1.) GAB-ELMD is initially applied to decompose the signal.

(2.) The RRMSE matrix is then calculated making it possible to compare the relative root-mean-square error between the product functions. In this way, it is expected to find the product function with a higher mode mixing (minimum value).

(3.) The PF with the highest mode mixing is selected.

(4.) LMD is applied to the PF previously selected.

(5.) Each new product function is compared through the RRMSE with the PFs obtained in step 1. The PF of step 1 with the closest resemblance to the new one will be added to it or be replaced by it (if the PF is selected in the third step).

(6.) The procedure is repeated from step 2 to 5 until the lowest value in the RRMSE array is greater than or equal to 1, or the number of desired maximum iterations is reached.

(7.) Gets the product functions with the least mix of modes.

In order to compare the effectiveness of the proposed method, it was applied to a hypothetical signal defined by Equations 18-20 which was previously decomposed by the methods mentioned in Section 2. Thus, the PFs obtained (Figures 7-11) were again compared to the respective components of the original signal obtained by means of RMSE. The values are then presented in Table 2 built by performing each algorithm 10 times. Data shows the RMSE average calculated along with its error, using a Student’s t-distribution for a 95% confidence level.

\[
M = \begin{pmatrix}
    RMSE(PF_1, PF_1) & \cdots & RMSE(PF_1, PF_j) \\
    \vdots & \ddots & \vdots \\
    RMSE(PF_j, PF_1) & \cdots & RMSE(PF_j, PF_j)
\end{pmatrix}
\]
Table 2. Comparison of performance between proposed algorithm and methods discussed in Section 2.

<table>
<thead>
<tr>
<th>Method</th>
<th>RMSE</th>
<th>Number of PFs</th>
</tr>
</thead>
<tbody>
<tr>
<td></td>
<td>PF1</td>
<td>PF2</td>
</tr>
<tr>
<td>SLMD</td>
<td>0.331 ± 0.000</td>
<td>0.134 ± 0.000</td>
</tr>
<tr>
<td>OLMD</td>
<td>0.331 ± 0.000</td>
<td>0.134 ± 0.000</td>
</tr>
<tr>
<td>ILMD</td>
<td>0.211 ± 0.000</td>
<td>0.086 ± 0.000</td>
</tr>
<tr>
<td>OELMD</td>
<td>0.171 ± 0.017</td>
<td>0.125 ± 0.006</td>
</tr>
<tr>
<td>Proposed</td>
<td>0.154 ± 0.062</td>
<td>0.101 ± 0.072</td>
</tr>
</tbody>
</table>

The figures show that all methods discussed in Section 2 presented a major problem of mixing modes. Figures 7 and 8 shows that the SLMD and OLMD methods had almost the same result being unable to separate the signal into its product functions, with almost the entire signal restricted in the first product function. Although the second PF still keeps its signal characteristics, the amplitudes are very low. In the same manner, PF3 shows its noise characteristics, depicting it more like an error function. For ILMD (Fig. 9), the best results for PF2 are evident, clearly showing the beating signal with amplitude levels very close to the original, however, the method was unable to separate the impact signal from the noise, basically leaving the two compositions only in PF1. As for OELMD (Fig. 10), even though the optimal result shown by ILMD for PF2 was not reproduced, it was quite efficiently able to separate the noise, leaving the product function representing the impact signal alone at PF1. However, the mode mixing still remained, as much of the beating signal was embedded in the noise signal. Finally, the proposed method...
to separate the signal into three product functions very similar to the original composition, with the noise being isolated in only one function, the beating signal with optimum amplitude levels in another and the first product function representing only the impact signal.

Table 2 shows the same results as Figures 7-11, however, numerically highlighting that the proposed method gives better average results than all the algorithms tested for PFs 1 and 3. For PF2, the ILMD method showed better results, as in some cases the proposed method was not able to improve the beating signal decomposition, having similar results to the ones presented by OELMD. Another fact to mention are the high variances presented by OELMD and the proposed method against the null variance of the other algorithms. This is because, as already mentioned, the optimal bandwidth and noise amplitude values to be applied to the decomposition are not always the same, which causes fluctuations in the decomposition results.

6. EXPERIMENTAL DATA ANALYSIS

To assess the proposed algorithm in a real case scenario, a set of rolling bearing data obtained from a test rig was used and the results were compared. Figure 12 shows the experimental test rig and all the apparatus used in the test while their specifications and technical and instrumental characteristics are shown in Table 3. Two model 6004-2RS1 (SKF) bilaterally shielded rolling bearings were used, their dimensions and construction data are shown in Table 4.

From the data presented in Table 4, the characteristic fault frequencies on the outer and inner races have been calculated and presented in Table 5. The damage to the bearings was made by means of a 1 mm diameter diamond-tipped drill mounted on a mini electric bench driller. The localized damage has approximate dimensions of 1.2 mm in diameter and 1 mm in depth. After the defect was imposed, the steel chips from the damaged components were removed, the proper lubricant reapplied and shielding plates reassembled.

Therefore, the vibration signal was decomposed using the proposed and the OELMD methods, obtaining a series of PFs and a constant residual. Then, an envelope analysis was applied to the second PF to identify the localized defect on the bearing.

6.1. Bearing with outer race fault

Figure 13 shows the envelope spectrum of the signal for the outer race defect, being (a) without any pre-processing treatment; (b) using the OELMD for the pre-processing; (c) using the proposed method for the pre-processing. As seen, in (a), although the characteristic bearing failure frequencies are seen, they are not evidenced and are hidden in noises of an order of magnitude similar to the excitations. In (b), although presenting different spectrum, the noise is still dominant and has even worsened the visualization of the characteristic failure frequencies. Thus, only in the method proposed in (c), it is possible to clearly visualize the BPFO frequency and its harmonics, clearly showing a failure signal.

Table 3. Specifications and technical characteristics of the test rig.

<table>
<thead>
<tr>
<th>Equipment</th>
<th>Specifications</th>
</tr>
</thead>
<tbody>
<tr>
<td>Drive motor</td>
<td>Weg W22 - TFVE</td>
</tr>
<tr>
<td></td>
<td>Nominal speed: 2 985 rpm</td>
</tr>
<tr>
<td></td>
<td>Power: 1.0 kW</td>
</tr>
<tr>
<td>Frequency inversor</td>
<td>Weg CFW10</td>
</tr>
<tr>
<td></td>
<td>Power: 1.5 kW</td>
</tr>
<tr>
<td>Amplifier</td>
<td>HBM Quantum X</td>
</tr>
<tr>
<td></td>
<td>Sample frequency: 19 200 Hz</td>
</tr>
<tr>
<td>Accelerometer</td>
<td>SKF 739L</td>
</tr>
<tr>
<td></td>
<td>Sensibility: 500 mV/g ± 5%</td>
</tr>
<tr>
<td></td>
<td>Frequency range:</td>
</tr>
<tr>
<td></td>
<td>- ±5 %: 0.6 − 700 Hz</td>
</tr>
<tr>
<td></td>
<td>- ±10 %: 0.4 − 1 000 Hz</td>
</tr>
<tr>
<td></td>
<td>- ±3 dB: 0.2 − 2 300 Hz</td>
</tr>
</tbody>
</table>

Figure 12. Test rig.

Figure 13. Envelope spectrum of the signal for the outer race defect, being (a) without any pre-processing treatment; (b) using the OELMD for the pre-processing; (c) using the proposed method for the pre-processing.
Construction feature | Dimension
--- | ---
Outer diameter | 42 mm
Inner diameter | 20 mm
Rolling’s element diameter | 6.35 mm
Number of rolling elements | 9

Table 4. Geometry parameters of the experimental bearing.

<table>
<thead>
<tr>
<th>Fault frequency</th>
<th>Value (Hz)</th>
</tr>
</thead>
<tbody>
<tr>
<td>BPFI</td>
<td>269.7</td>
</tr>
<tr>
<td>BPFO</td>
<td>178.0</td>
</tr>
</tbody>
</table>

Table 5. Bearing's fault frequencies.

6.2. Bearing with inner race fault

In a similar way to outer race signals, the envelope spectra for the inner race are shown in Figure 14.

Unlike the previous case, it was already possible to observe the characteristic fault frequencies without the presence of a signal pre-processing. Although the decomposition techniques removed a significant amount of noise level from the analysis, the proposed algorithm, for instance, could not clearly show the third harmonic.

7. CONCLUSIONS

Ensemble local mean decomposition is a new method in time-frequency analysis which comprises the main innovation of the LMD, being the separation of a single component AM-FM signal into a set of product functions of the envelope signal, and a purely frequency-modulated signal, with a significant improvement in mode mixing. However, an intensive search for parameters that actually solve the problem is required, which can be time and human resource consuming. In this work, an approach using a well-known optimization method was suggested in order to select the parameters for ELMD automatically and with the least time consumption. At this stage, the results demonstrate the superiority of the proposed technique to the OELMD, leading to the following conclusions:

1. Although OELMD shows a greater selectivity of the parameters, the proposed technique presented similar results when applied on a synthetic signal.
2. The proposed method showed lower processing time, reducing the total time by more than 82%.
3. It was found that the main difficulty in achieving better processing times in the execution of the technique was the smoothing algorithm, discussed in Section 2, delineating a new field of research.
4. Even though the results are promising, they have not been compared to other new techniques that address ELMD limitations in other ways, focusing on being a simple and complementary solution to the algorithm proposed by [4].

Subsequently, a method for improving the decomposition results was proposed, based on the use of the relative-root-mean-square error and re-application of the decomposition to the obtained product functions. Regarding this section, the analyses of the results lead to the following conclusions:

1. The proposed method presented superior results in the mitigation of mode mixing as compared to the OELMD.
2. The execution of the method does not significantly increase the computational costs nor the processing time, since after the execution of the ensemble local mean decomposition - which is more time consuming - only the LMD, which presents a faster processing, is executed.
3. The excellent results obtained were achieved from synthetic signals and a small sample of real vibration signals, so the effectiveness of the method was not tested on highly complex signals.

Figure 13. Envelope spectrums of PF2 from bearing with outer race fault.
Finally, the effectiveness of the method was analysed for only one of its applications. That’s why the proposed technique was tested against OELMD. In this section, the following conclusions can be drawn:

(1.) Although defects in bearing races require a simpler analysis, a slight improvement in the envelope spectrum was observed as compared to the ones derived from the ensemble local mean decomposition.

(2.) Spectral analysis does not always guarantee the detection of a bearing defect. This work has shown the effectiveness of a well-known meta-heuristic method in the optimization of an algorithm used for signal processing, proposing a new technique with a notable improvement in pre-processing the vibration signals and spectral analysis.
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