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Abstract. The Stream Control Transmission Protocol (SCTP) is often the preferred transport
layer protocol in streaming applications. This protocol combines the best aspects of Transmission
Control Protocol (TCP) and User Datagram Protocol (UDP), but also offers additional features. SCTP
supports multihoming and multi-streaming applications and has a congestion mechanism like TCP.
Media streaming consists of different types of frames with different levels of importance. For example,
I-frames carry more information than B-frames in Moving Picture Experts Group (MPEG). Usually,
MPEG frames are processed using the First-In-First-Out (FIFO) algorithm. In this paper, a four-level
priority queue integrated protocol named SCTP Priority Queue (SCTP-PQ) has been developed to
reduce jitter and delay in real-time multimedia streaming for mobile devices. As part of the development,
priority and retransmitted packets are determined on the sending side and these packets are processed
faster by using the priority queue on the receiving side. In this way, the average queue delay of priority
packets on the receiving side is reduced by 90 % and the throughput values are increased by an average
of 10 times. The developed protocol has been extensively tested and compared with SCTP. The results
show that the SCTP-PQ outperforms the standard SCTP in terms of jitter and delay.
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1. Introduction
Stream Control Transmission Protocol (SCTP) was
developed by the Internet Engineering Task Force
(IETF) as a reliable transport protocol to transport
Signalling System 7 (SS7) messages over the Internet
Protocol (IP) networks [1]. With its advanced fea-
tures, which are not provided by Transmission Control
Protocol (TCP) or User Datagram Protocol (UDP),
SCTP is able to support a wider range of applications
than signalling transport [2].

Today, many types of mobile services are provided
to customers over the Internet. An important part of
those services is multimedia services such as IP Televi-
sion (IPTV). Typical multimedia services use different
layer protocols to ensure the required level of Quality
of Service (QoS). When transporting multimedia data
over the internet, some problems can occur, such as
jitter, packet corruption, connection latency, and zap-
ping latency [3]. Many different approaches have been
used to improve QoS in multimedia streaming [4]. In
the literature, there are many transport protocols for
multimedia streaming [1, 5–12]. SCTP is the widely
accepted transport protocol for IPTV [13, 14]. Today,
SCTP is used in real-time multimedia standardised
streaming applications [15–17].

SCTP is a connection-oriented protocol that aims
to combine the fast operation of UDP with the re-
liability [18, 19], sequencing, and congestion control

features of TCP. SCTP is designed to meet the needs
of IP applications that require features not offered
by TCP or UDP [20]. Like TCP, SCTP is an end-
to-end and full duplex protocol [21]. SCTP uses a
four-way handshake logic using cookies that remove
the SYN to prevent Denial of Service (DoS) attacks
on the host [22]. It is a message-oriented protocol,
which helps the protocol keep states during operation
and react upon events occurring in the network. It
provides message packing and fragmentation to allow
faster data transmission during initialisations just like
TCP. SCTP detects duplicated, corrupted, discarded,
or reordered packets [23]. These features are the main
requirements in many of the current applications ex-
isting in IP networks. SCTP was originally designed
to transmit voice packages over the Internet. It offers
a number of features that are not offered by TCP and
UDP, such as multi-streaming and multihoming [24–
27].

TCP and UDP are not sufficient for this type of
application, because higher layer protocols, such as
H.248, H.323, and Session Initiation Protocol (SIP),
require more complex services [13]. In addition, SCTP
is fair to other SCTP connections and friendly with
TCP [19]. SCTP provides ordered and reliable packet
transmission. However, SCTP does not support prior-
ity at the receiver side [19]. As it is known, some data
packets presented by the upper network layers have
different priorities both within the same application
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(e.g. MPEG format I, B, and P frames) and between
different applications (e.g. web browsing traffic vs.
Voice over IP traffic). In addition, in real-time appli-
cations, retransmitted packets must be delivered to
the target early for priority processing. Fast delivery
of priority packets to the destination increases QoS
and QoE.

In this study, four-level Priority Queue integrated
SCTP (SCTP-PQ) was proposed to optimise the QoS
of real-time multimedia streaming applications for
mobile devices. SCTP-PQ supports four-level priority
for different types of frames of real-time multimedia
streaming clients. SCTP-PQ rearranges packets at
the receiver side buffer according to defined priority
levels to process higher priority packets earlier. The
proposed SCTP-PQ has four priority levels for dif-
ferent types of frames. The retransmitted packets
have the highest priority, level-0, because retransmit-
ted packets should be played immediately. I-frames
have level-1 priority because these frames can be pro-
cessed independently. P-frames and B-frames have
level-2 and level-3 priority, respectively (level-0<level-
1<level-2<level-3). In this study, we focused on rear-
ranging packets at the receiver side buffer in order to
optimise the QoS of SCTP. The main aim of SCTP-
PQ is to reduce delay and jitter for higher priority
packets.

The contributions of the proposed SCTP-PQ can
be summarised as follows:
• Reducing jitter and delay of real-time multimedia

streaming.
• End-to-end prioritisation of multimedia data chunks

using SCTP headers.
• The proposed SCTP-PQ does not require any

changes to the existing infrastructure of hosts.
• It can be generalised and applied to other kinds of

applications.

The rest of the paper is organised as follows: in Sec-
tion 2, we present the related work, Section 3 presents
detailed information about the proposed SCTP-PQ,
Section 4 contains experimental results, Section 5
concludes the study.

2. Related work
SCTP is defined as a transport layer protocol by the
IETF in RFC 2960 [18] as shown in Figure 1.

SCTP is located between the network and the upper
layers. The user data are taken from upper layers.
Before being sent to the lower layers, the data are
fragmented in the transport layer. On the receiver side,
the data received from the lower layers are checked,
reassembled, and delivered to the upper layer.

A multihomed SCTP can bind to multiple IP ad-
dresses [28]. Currently, SCTP uses multihoming only
for redundancy, not for load balancing. The multi-
homing structure of SCTP is shown in Figure 2.

Figure 1. OSI model and SCTP.

Figure 2. The multihoming structure of SCTP.

SCTP keeps track of the reachability of each of the
destination addresses through two mechanisms: Ac-
knowledgements (ACKs) of data chunks and heartbeat
chunks that are control chunks, which periodically
probe the status of the destination.

Multi-streaming is another novel service of SCTP,
which is located at the transport layer. This is the
logical separation of data within an association [29].
In SCTP, the stream is established from one SCTP
endpoint to another. It is a one-way logical channel.
The stream sequence number is used to maintain order
and reliability for each data chunk [28]. However,
no data rows are preserved between streams. This
approach avoids the head-of-line blocking problem of
TCP [30]. The multi-streaming structure of SCTP is
shown in Figure 3.

SCTP congestion control is based on the proven
mechanism used in TCP [21, 31]. However, there
are some differences between congestion control of
TCP and SCTP. The fast retransmission algorithm
based on Selective Acknowledgment (SACK) is similar
to TCP SACK [20]. However, instead of the clear
fast recovery cycle, SCTP automatically provides fast
recovery using SACK. SACK provides a more robust
response than TCP in the case of multiple losses. This
slows down the slow start phase after multiple segment
losses, retains bandwidth, and improves throughput.

SCTP identified the two security objectives: the
availability of reliable and timely data transport, and
the integrity of the end-to-end data. Using a four-way
handshake mechanism with a cookie, SCTP eliminates
the risk of DoS attacks. SCTP can be used with IPSec
(Internet Protocol Security) or TLS (Transport Layer
Security) to protect the privacy and integrity of the
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Figure 3. The multi-streaming structure of SCTP.

payload data [32]. The detailed comparison between
SCTP, TCP, and UDP is shown in Table 1.

To improve QoS in real-time multimedia stream-
ing, numerous studies have been done by many re-
searchers [20, 32–37]. Stewart et al. proposed a par-
tial reliable SCTP for QoS adaptation for IPTV over
IP Multimedia Subsystem (IMS) Network [38]. The
proposed protocol allows users to select the partial
reliable service for each stream [17].

Derini et al. [24] have developed a modified version
of SCTP to share bandwidth fairly and resolves net-
work congestion by detecting the congestion state of
the network and adapt the transfer rate of the video
according to the congestion state.

Argyriou has developed media SCTP architecture
for streaming H.264/AVC unicast video over the Inter-
net [33]. The developed architecture has the capability
of maintaining good perceptual quality under various
loss conditions and maintains TCP-friendliness.

Ke and Chilamkurti have developed a content-aware
packet marking scheme called Two Markers System
(TMS). TMS marks the packets by pre-assigned im-
portance levels at the video source and at the edge of
DiffServ network [5]. In the event of congestion, TMS
discards packets with lower importance.

Kim et al. [35] have developed a new protocol us-
ing a transmission control sublayer. In the proposed
protocol, the multimedia streaming server determines
whether the receiver will play the data before sending
them.

Due to its multi-homing support, the SCTP proto-
col promises high success rates for concurrent multi-
path transfer (CMT) [39]. For this reason, different
studies have been carried out to increase QoS such as
CMT-SCTP [40, 41]. Verma et al. [42] propose a fast
retransmission strategy based on delay times to im-
prove the performance of SCTP. Arianpoo et al. [43]
propose a reinforcement learning (RL) based method
to learn the distribution of flows in CMT. Similarly,
an approach using RL to increase throughput values
is suggested by Yu et al. [44]. While these studies
reduce latency and increase throughput values, they
do not create a different approach to different types
of upper-layer services. Another study to improve the
CMT-SCTP performance with a dynamic scheduling
approach was carried out by Wang et al. [45].

Services/Features SCTP TCP UDP
Connection-oriented yes yes no
Reliable data transfer yes yes no
Partial-reliable data
transfer

optional no no

Ordered data delivery yes yes no
Unordered data deliv-
ery

yes no yes

Flow control yes yes no
Congestion control yes yes no
ECN (Explicit Conges-
tion Notification) capa-
ble

yes yes no

Selective ACKs yes optional no
Preservation of mes-
sage boundaries

yes no yes

Path MTU (Maximum
Transfer Unit) discov-
ery

yes yes no

Application PDU (Pro-
tocol Data Unit) frag-
mentation

yes yes no

Application PDU
bundling

yes yes no

Multistreaming yes no no
Multihoming yes no no
Protection against
SYN flooding attacks

yes no n/a

Allows half-closed con-
nections

no yes n/a

Reachability check yes yes no

Table 1. Differences between TCP, UDP, and SCTP
[37].

The transmission of audio and visual content via the
Hypertext Transfer Protocol (HTTP) has attracted
attention in recent years and with Dynamic Adap-
tive Streaming over HTTP (DASH) has become stan-
dard [46]. However, studies have shown a signifi-
cant performance decline when streaming from a Web
server that does not allow persistent connection [29].
In addition, the end-to-end latency of live streams
has been increased and clients have to buffer a few
fragments to ensure that their input buffers are not
starved [28]. DASH itself has some shortcomings. Es-
pecially at peak times, multiple DASH clients have to
share common network resources [47, 48].

Vavakananda et al. [49] proposed a priority man-
ager for congestion avoidance in Mobile Ad hoc Net-
works (MANETs). They developed an application
layer priority manager structure that is responsible
for classifying data and effectively selecting a stream
to send the data.

In literature, there is no approach that uses priority
queue integrated SCTP structure on the receiver side
and most of the studies have a significant overhead.
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Figure 4. The frame structure of SCTP.

3. Developed SCTP-PQ protocol
This section will discuss the modification made to the
conventional SCTP protocol for the proposed method.
In addition, the prioritisation process on the sender
side and the queue prioritisation on the receiver side
depending on this process is explained in detail.

3.1. SCTP-PQ architecture
Real-time multimedia streaming is composed of dif-
ferent frames and each of them carries different types
of data. For example, Moving Picture Experts Group
(MPEG) I-frames carry more data than B-frames,
therefore I-frames are more important than B-frames
[29]. In addition, data packets to be retransmitted are
more important than others because after a period
of time, the data will not be played on the receiver
side. SCTP sorts data packets according to Stream
Sequence Number (SSN) for each flow at the receiver
side buffer. As a result, a more important part of
the data is waiting for less important data to be pro-
cessed. For this purpose, optimising the processing
order of packets by type is important. In this study,
a four-level priority queue has been integrated into
SCTP-PQ to optimise the processing order of the pack-
ets. The main aim of SCTP-PQ is to reduce delay
and jitter for higher priority data packets, especially
for the retransmitted data.

3.2. Content-based priority in SCTP-PQ
In SCTP-PQ, the sender such as a multimedia server
determines the priorities of the data chunks. An SCTP
frame has an 8-bit label on the data chunk header.
The last 4 bits of the label are used for chunk flags (I,
U, B, and E). The first 4 bits of the label are reserved
for future use. The frame structure of SCTP is shown
in Figure 4.

In this study, the first 2-bit of the reserved field
has been used for the priority of the data chunks.
SCTP-PQ determines 4 priority levels for MPEG-2.
The priority levels and assigned bit values are shown
in Table 2.

MPEG-2 format was used for the experimental stud-
ies. As can be seen in Table 2, the retransmitted data
chunks have the highest priority, I-frames are second,
P-frames are third, and B-frames have the fourth
priority level.

Bit value Priority level
00 0- Retransmitted data chunks
01 1- I frames
10 2- P frames
11 3- B frames

Table 2. The priority levels and assigned bit values
of SCTP-PQ.

Figure 5. The flowchart of re-arranging algorithm of
SCTP-PQ.

3.3. Re-arranging data chunks at
receiver side in SCTP-PQ

SCTP-PQ re-arranges data chunks according to pri-
ority levels which are defined in the header. The
re-arranging algorithm is shown in Figure 5.

The linked list data structure has been used for
the receiver-side buffer in SCTP-PQ. When a data
chunk is received by the receiver side, first, SCTP-
PQ extracts the priority label of the chunk using
the first 2 bits of the reserved field. If the priority
value equals “00”, which indicates the data chunks
are retransmitted, SCTP-PQ adds the incoming data
chunk to the head of the buffer. If the priority value is
other than from “00”, the correct location in the buffer
is found and the data chunk is inserted. The newly
received chunk is placed at the relevant position in
the queue according to its priority value. A well-
known insertion sort algorithm has been used for
the insertion process of the new data chunks. The
time complexity of the insertion process is O(n). An
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important advantage of the SCTP-PQ is that it has
no overhead because it uses the reserved fields in the
header.

SCTP uses the advertised receiver window credit
(a_rwnd) field on SACK. The sender adjusts the data
rate according to a_rwnd. a_rwnd prevents buffer
overflow at the receiver side. However, buffer overflows
can still occur in rare cases. In order to prevent the
important data chunks from being dropped, SCTP-PQ
drops the data chunks according to the priority value
in the case of a buffer overflow. SCTP-PQ discards
the least important data chunk from the buffer.

Differences between the SCTP-PQ and standard
SCTP are as follows:

• In SCTP-PQ, the sender such as a multimedia server
determines the priority of the data chunks. In SCTP,
data chunks have no priority.

• SCTP-PQ re-arranges data chunks according to
priority levels that are defined in the header. SCTP
sorts data chunks according to SSN.

• SCTP-PQ drops the data chunks according to pri-
ority in the case of a buffer overflow. SCTP drops
data chunks from the tail of the buffer in the case
of a buffer overflow.

4. Experimental results
In this study, simulations were performed on NS2
simulator [50] to compare the performance of SCTP-
PQ and SCTP. Changes made to the SCTP proto-
col in the NS2 simulator can be found at https:
//github.com/alisettar/sctp-pq. The network
topology used for experimental studies is shown in
Figure 6.

In the network topology, there are seven sender
nodes, seven receiver nodes, and two intermediate
nodes. One 4-Mbps MPEG stream traffic has been
established between S1-node and R1-node. and it
has 256 kbps audio component. Simultaneously, six
0.5 Mbps background traffic connections have been
generated between S2-node and R2-node, S3-node
and R3-node, S4-node and R4-node, S5-node, and R5-
node, S6-node and R6-node, S7-node and R7-node. In
total, there is 3 Mbps background traffic. Background
traffic can be defined as the traffic generated by web
services, such as browsing, e-mail, etc., that may occur
simultaneously with MPEG streaming. The Wi-Fi
wireless carrier standard is preferred as the routing
protocol for all mobile nodes.

The simulation duration in experimental studies
is 120 seconds. Because the SCTP-PQ has properly
sorted received packets, MPEG data rate, packet error
rate, or link capacity does not affect the performance
of SCTP-PQ. The performance of SCTP-PQ has been
observed for different buffer sizes.

We focused on the following performance parame-
ters:

Figure 6. The network topology used for experimen-
tal studies.

• Average queue delay [ms] – Average queue delay of
payload data chunks has been calculated for each
priority level.

• Total queue delay [s] – The total queue delay of
payload data chunks used to evaluate the correct-
ness of the simulations. This value should be nearly
the same for SCTP-PQ and SCTP.

• IP packet delay variation (IPDV) [ms] – IPDV is
defined as “the difference in the one-way-delay of
selected packets” in the IETF RFC 3393 [15]. IPDV
has been calculated for each priority level.

• Jitter – Jitter is defined as the change (e.g., delay)
of a metric relative to several reference metrics (e.g.,
average latency or minimum latency).

• The number of correctly received data chunks – This
metric refers to the number of successfully received
data chunks by the receiver. This value should be
nearly the same for SCTP and SCTP-PQ.
Average values of queue delay for all priority levels

of data chunks are shown in Figures 7a, 7b and 7c.
As can be seen in the Figures 7a, 7b and 7c, the

SCTP-PQ has more stable and much lower average
queue delay for the first and the second priority level
data chunks than the SCTP. Since the prioritisation
process is done by the upper network layers in the
proposed SCTP-PQ protocol, a performance improve-
ment is expected on the receiver side of the prioritised
packets in measurements, such as latency, IPDV val-
ues, and jitter. This improvement indirectly helps the
expected packets to be processed earlier in the upper
layers and to minimise the latency in the streaming
process. Since there is no such prioritisation in a con-
ventional SCTP protocol, all sent and received packets
are processed in the same way. This, in turn, causes
delayed processing of priority packets in the upper
layers. The increase in the SCTP curve in Figures 7
and 8 is caused by the delayed processing of priority
packets due to the packets created by the background
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(a). First priority level.
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(b). Second priority level.
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(c). Third priority level.

Figure 7. Average queue delay values for different priority level data chunks.

10 20 30 40 50 60 70 80

Queue Size (KB)

0

5

10

15

20

A
ve

ra
ge

 Q
ue

ue
 D

el
ay

 (
m

s) SCTP
SCTP-PQ

(a). First priority level.
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(b). Second priority level.
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(c). Third priority level.

Figure 8. IPDV values for different priority level data chunks.

traffic in the buffer. In our simulations, the average
queue delay for the SCTP for the highest priority data
chunks is about 10 ms. This value is about 1 ms for
SCTP-PQ. Also, SCTP has a lower average queue
delay than SCTP-PQ for the third priority level data
chunks. This result is caused due to the insertion of
the third priority level data chunks to the end of the
buffer.

I-frames have the second highest priority. SCTP-
PQ adds newly received I-frame at the end of its
priority frames. As opposed to SCTP, which adds all
frames at the end of the queue. Let Q be receiver
side queue; NI , NB , NP and NR be number of I, B,
P , and R (Retransmitted) frames in Q. PI ,PB ,PP

and PR are the times required for the processing of I,
B, P , and R frames. For a particular I frame, SCTP
adds it to the end of Q. The time to process this
frame is:

qd1 =
∑
k∈F

Nk × Pk , (1)

where, F = I, B, P, R. SCTP-PQ adds this frame at
the end of its priority group in Q. In SCTP-PQ, the
time to process this frame is:

qd2 =
∑

k∈{I, R}

Nk × Pk . (2)

As a result, qd2 ≤ qd1 in the worst case. This
reduces the delay for higher priority frames in the
case of SCTP-PQ.

IPDV values for data chunks of all priority levels
are shown in Figures 8a, 8b and 8c.

As can be seen in Figures 8a, 8b and 8c, SCTP-
PQ has a more stable and much lower IPDV than
standard SCTP for the first and second priority level
data chunks. In the simulations, the average IPDV for
SCTP for the highest priority data chunks is about
8 ms. The same value is about 1 ms for SCTP-PQ.
Also, SCTP has a lower IPDV than SCTP-PQ for the
third priority level data chunks. This is caused due
to the insertion of the third priority level data chunks
to the end of the buffer.

Jitter values for data chunks of all priority levels are
shown in Figures 9a, 9b and 9c. Minimising the delay
times of the packets leads to performance improve-
ment, and the distribution of jitter values around
zero indicates that the communication quality has
improved. As a result, the more packets with jitter
values close to zero, the smoother the communication.
For SCTP-PQ, the jitter is around 0 for almost all
data packets. However, for SCTP, the jitter value
ranged from -10 to +15.

As shown in Figures 9a, 9b and 9c, SCTP-PQ has
more stable and much lower jitter than SCTP for the
first and the second priority level data chunks. Also,
SCTP has less jitter than SCTP-PQ for the third
priority level data chunks. This result is caused due to
the insertion of the third priority level data chunks to
the end of the buffer. The fourth level, namely Level-3
priority is the highest priority level. Retransmitted
chunks have priority level four. Because of higher
priority chunks insertion to the head of the queue, the
queue delay of these chunks is very short.

Finally, the total queue delay and the number of
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Figure 9. Jitter values for different priority level data chunks.
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Figure 10. Total queuing delay for all data chunks.

correctly received data chunks have been obtained to
evaluate the correctness of the simulations. These
values are nearly the same for SCTP-PQ and SCTP.
The total queue delay and the number of correctly
received data chunks are shown in Figures 10 and 11,
respectively. The following equation is used to find
the total delay values (T ) in the queue.

T =
n∑

k=1
Tk × Ek , (3)

where n is the number of priority levels, Tk is the
average queuing delay for level-k, Ek is the number
of data chunks in the queue for level-k.

Since the numbers of received data chunks in SCTP-
PQ and SCTP simulations are the same, the lines
overlap in Figures 10 and 11.

As can be seen in Figures 10 and 11, the values are
very close to each other.

5. Conclusion
In this study, four-level priority queue integrated
SCTP-PQ has been proposed to reduce delay and
jitter for real-time multimedia streaming for mobile de-
vices. The payload data chunks have been re-arranged
in the receiver side buffer according to priority levels.
The experimental results show that SCTP-PQ has
reduced the average queuing delay by a factor of ten,
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Figure 11. Number of correctly received data chunks.

IPDV value by a factor of eight, and jitter value by a
factor of ten for high priority chunks.

Because mobile devices have limited memory and
processing capacity, the SCTP-PQ is designed to be
very simple. However, it significantly improves the
video streaming quality. Due to mobile links being
very unstable, disconnections and slowdowns occur
frequently, and negatively affect the quality of the
video stream. SCTP-PQ assigns the highest priority
to the retransmitted chunks, improving the video
streaming quality in networks with poor connection
quality.
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