Identification and Predictive Control by $p$-norm Minimization
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Real time system parameter estimation from the set of input-output data is usually solved by minimization of quadratic norm errors of system equations – known in the literature as least squares (LS) or its modification as total least squares (TLS) or mixed LS and TLS. It is known that the utilization of the $p$-norm ($1 \leq p \leq 2$) instead of the quadratic norm suppresses the wrong measurements (outliers) in the data. This property is shown for different norms, and it is shown that the influence of outliers is suppressed if $p \rightarrow 1$. Also optimal predictive control utilizing $p$-norm minimization of the criterion is developed, and the simulation results show the properties of such control.
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1 Introduction

The dynamic properties of a real plant are usually identified by making a model – choosing a model structure and estimating the unknown parameters of the model using data measured on the real plant [1]. The first goal of this paper is to compare a set of parameter estimations of an ARX model for different norms, and it is shown that the influence of outliers is suppressed if $p \rightarrow 1$. Another problem is optimal control of dynamic systems. Model predictive control (MPC) strategies are very popular [2, 4]. Optimal predictive control of an ARX or state space model is usually obtained by minimizing the quadratic criterion. If a non-quadratic norm is used in the optimality criterion, different results are obtained. For example, for $p \rightarrow 1$ dead beat control is obtained. Minimizing the $l_1$ norm using linear programming in MPC control has been considered by many authors (e.g. [5, 6, 7]). A connection between linear programming and optimal control is shown for example in [8, 9]. In this paper, optimal predictive control utilizing $p$-norm minimization of the criterion is shown, and the results are illustrated by simple examples.

The paper is organized as follows: The second section shows identification of an ARX model using the $p$-norm. The algorithm for minimizing the $p$-norm where $1 < p < 2$ is recapitulated in section 3. This algorithm is known as Iteratively Reweighted Least Squares (IRLS). In section 4, the predictive control strategy for state space models is reviewed. In sections 5 and 6, examples of system identification and control in $p$-norm are shown.

2 Identification of an ARX model using $p$-norm

The ARX model of a dynamic system can be described by the equation

$$y(t) = a_1 y(t-1) + \ldots + a_n y(t-n) + \quad (1)$$

$$b_0 u(t) + \ldots + b_n u(t-n) + e(t)$$

where $y(t)$ is the system output in time $t$ and $u(t)$ is the system input, $e(t)$ is an equation error and $a_n, b_n$ are system parameters. Note that only a single input – single output (SISO) system is considered in this paper. The parameter estimation problem from a given set of data

$$D^f = \{y(t), y(t-1), \ldots, u(t), u(t-1), \ldots\}$$

leads to minimization of error vector $e = [e(t), e(t-1), \ldots]^T$. We are looking for the parameter vector

$$x = [a_1, a_2, \ldots, b_0, b_1, \ldots]^T$$

that ensures the best approximation of the output vector $b = [y(t), y(t-1), \ldots, y(t-n)]^T$ by a vector $Ax$, where

$$A = \begin{bmatrix} y(t-1) & y(t-2) & \ldots & u(t) & \ldots \\ y(t-2) & y(t-3) & \ldots & u(t-1) & \ldots \\ \vdots & \vdots & \ddots & \vdots & \vdots \end{bmatrix}$$

(2)

Both vector $b$ and matrix $A$ are formed from the measured data $D^f$. The most usual solution of the parameter estimation problem involves minimization of the quadratic norm of the error vector, known as the Euclidean norm. In such a case, the optimization problem is

$$\min_x \|4x - b\|_2.$$ (3)

The solution is known as Least Squares (LS) [10]. In reality the noise of the output measurement is also found in elements of data matrix $A$. The solution of such a problem leads to Total Least Squares (TLS) [11]. If the input measurement is noise free, the problem can be solved by Mixed LS and TLS [11]. In some applications, we can use the more general $p$-norm instead of the quadratic norm [10, 12]. The $p$-norm is defined as

$$\|b\|_p = \left(\|b_1\|^p + \ldots + \|b_n\|^p\right)^{\frac{1}{p}}, \quad 1 \leq p < \infty$$ (4)

and

$$\|b\|_\infty = \max_i \left(\|b_i\|^{1/p_2}\right).$$

Then the problem of parameter estimation is defined as follows

$$\min_x \|4x - b\|^p_2.$$ (5)

For $1 < p \leq 2$ $p$-norm minimization can be done by iterative solution of the LS problem. For $p = 1$ and $p = \infty$ the solution can be obtained by linear programming.

3 $p$-norm minimization

The general $p$-norm can be used in the optimization problem defined by (5). If the $p$-norm is restricted by $1 < p < 2$ the
minimization problem is convex and the solution is unique. This problem can be solved by an iterative algorithm known as Iteratively Reweighted Least Squares (IRLS) [10]. Note that the optimization problem with 1-norm or \( \infty \)-norm can be solved by linear programming.

### 3.1 Iteratively reweighted least squares

Let us solve the approximation problem

\[
\min \left\{ \Psi(x) = \|4x - b\|_p^p \right\}, \quad 1 < p < 2. \tag{6}
\]

We assume, that all coordinates of the residuum \( \varepsilon(x) = b - Ax \) are nonzero. Then the function \( \Psi(x) \) can be defined as

\[
\Psi(x) = \sum_{i=1}^m |e_i(x)|^p = \sum_{i=1}^m |e_i(x)|^{p-2} e_i(x)^2.
\tag{7}
\]

The previous problem is weighted Least Squares:

\[
\min_x \left\| D(\varepsilon) \frac{p-2}{2} (b - Ax) \right\|_2, \quad D(\varepsilon) = \text{diag}(|\varepsilon|).
\tag{8}
\]

Because of the dependency of the diagonal weighting matrix \( D(\varepsilon) \) on the unknown solution \( x \), the problem must be solved by an iterative algorithm:

1. \( x^{(0)} \) is an initial solution, set the iteration counter \( k = 0 \).
2. calculate \( \varepsilon^{(k)} \) by

\[
\varepsilon^{(k)} = b - Ax^{(k)} \cdot D^{(k)} = \text{diag}\left(\varepsilon^{(k)}\right) \frac{p-2}{2}.
\tag{9}
\]
3. utilizing the weighted LS algorithm, \( \partial x^{(k)} \) is obtained by solving

\[
\partial x^{(k)} = \arg \min_{\partial x} \left\| D^{(k)}\varepsilon^{(k)} - A\partial x \right\|_2.
\tag{10}
\]
4. the next iteration \( x^{(k+1)} \) is obtained as

\[
x^{(k+1)} = x^{(k)} + \partial x^{(k)}.
\tag{11}
\]
5. if the convergence criterion is satisfied, then stop and \( x^{(k+1)} \) is the solution, else set \( k \leftarrow k + 1 \) and go to 2.

### 3.2 Minimization of 1-norm by linear programming

In order to minimize the norm \( p = 1 \) linear programming (LP) can be used. The following problems are equivalent

\[
\min_x \|4x - b\| \Leftrightarrow \min_y (T^T y : Ax - b \leq y, Ax - b \geq -y). \tag{12}
\]

Introducing the augmented vector \( z = \begin{bmatrix} x \\ y \end{bmatrix} \), the standard form of the LP problem is obtained

\[
\min (e^T z : A z \leq b),
\tag{13}
\]

\[
e^T = [0, \ldots, 0, 1, \ldots, 1],
\]

\[
A = \begin{bmatrix} A & -I \\ -A & -I \end{bmatrix}, \quad b = \begin{bmatrix} b \\ -b \end{bmatrix}.
\]

The only drawback of such computation is that the LP problem can have more than one solution.

### 3.3 Minimization of \( \infty \)-norm by linear programming

In order to minimize the norm \( p = \infty \) linear programming (LP) can also be used. Similarly as for 1-norm, the following two problems are equivalent

\[
\min_x \|4x - b\|_\infty \Leftrightarrow \min_y (y : Ax - b \leq y, Ax - b \geq -y), \quad (14)
\]

where \( I = [1, 1, \ldots, 1]^T \) is the unit vector. Introducing the augmented vector \( z = \begin{bmatrix} x \\ y \end{bmatrix} \), the standard form of the LP problem is obtained:

\[
\min (e^T z : A z \leq b),
\tag{15}
\]

where

\[
c = \begin{bmatrix} 0 \\ \vdots \\ 0 \end{bmatrix}, \quad A = \begin{bmatrix} A & -1 \\ -1 & -A \end{bmatrix}, \quad b = \begin{bmatrix} b \\ -b \end{bmatrix}.
\]

### 4 Predictive control strategy

Suppose the state and output development model is given in the form

\[
x(t + 1) = Ax(t) + Bu(t) + v(t),
\tag{16}
\]

\[
y(t) = Cx(t) + Du(t) + e(t).
\]

where \( x(t), y(t) \) and \( u(t) \) are the state, output and input of the system and \( A, B, C \) and \( D \) are matrices of appropriate dimensions, \( v(t) \) and \( e(t) \) are state and measurement noises respectively with zero means and covariances \( R_v \) and \( R_e \), independent of the state and input of the process. For the optimal predictive strategy the quality criterion is usually given in the quadratic form

\[
J = \mathcal{E} \left\{ \sum_{t=1}^K (x(t) - w(t))^2 + r(u(t)^2) \right\},
\tag{17}
\]

where \( K \) is the horizon of the predictive control strategy, \( w(t) \) is the reference and \( r \) is the weighting coefficient. Let us introduce the augmented vectors

\[
Y = [y(t), \ldots, y(K)]^T, \quad W = [w(t), \ldots, w(K)]^T,
\]

\[
U = [u(t), \ldots, u(K)]^T, \quad V = [v(t), \ldots, v(K)]^T,
\]

\[
E = [e(t), \ldots, e(K)]^T \text{ and augmented matrices,}
\]

\[
P = [C^T, A^T C^T, \ldots, (A^T)^{K-1}]^T,
\]

\[
Q = \begin{bmatrix} 0 & 0 & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ C A^{K-2} & C A^{K-3} & \cdots & D \end{bmatrix},
\]

\[
S = \begin{bmatrix} D & 0 & \cdots & 0 \\ CB & D & \cdots & 0 \\ \vdots & \vdots & \ddots & \vdots \\ C A^{K-2} & C A^{K-3} & \cdots & D \end{bmatrix},
\]

Then the criterion with the quadratic cost function can be written in the form

\[
J = \mathcal{E} \left\{ (Y - W)^T (Y - W) + rU^T U \right\},
\tag{18}
\]

where the augmented vector \( Y = Px(t) + SU + QV + E \). The criterion can be minimized by completing the squares if the
constraints are not considered. After simple manipulation the optimal control results

\[ U^* = (S^T S + rI)^{-1} S^T (P x(l) - W) \]  

(19)

The state and output noises only enlarge the optimal value of the criterion. Often only differences of input signal are considered. The criterion then has the form

\[ J = \mathcal{E} \left\{ \sum_{t=1}^{K} (s(t) - w(t))^2 + r (\Delta u(t))^2 \right\}, \]

(20)

where \( \Delta u(t) = u(t) - u(t-1) \). In such a case, the optimal predictive control strategy is

\[ U^* = (S^T S + r R^T R)^{-1} S^T \left[ (P x(l) - W) - r R^T U(0) \right], \]

(21)

where \( U(0) = [u(0), 0, \ldots, 0]^T \) and matrix \( R \) equals

\[
\begin{bmatrix}
1 & 0 & \ldots & 0 \\
-1 & 1 & \ldots & 0 \\
0 & 0 & 1 & 0 \\
0 & 0 & \ldots & -1 & 1
\end{bmatrix}
\]

This way achieves integral action of control. Also for predictive control a different norm minimization of the quality criterion can be used

\[ J = \sum_{k=1}^{K} \left| y(k) - w(k) \right|_p^p + r \left| \Delta u(k) \right|_p^p \]

(22)

According to weighting coefficient \( r \), the quadratic norm suppresses large control errors and large input signals. If the norm \( p < 2 \) is used, small members in the criterion have greater influence, and if \( p \to 1 \) the control law approaches to dead beat control.

5 Example I – suppression of outliers by \( p \)-norm minimization

This section shows an example of system parameter identification. The experiment clearly shows the influence of outliers on the results of identification for utilization of different norms. Consider a discrete-time system described by the transfer function

\[ Y(z) = \frac{0.002870 z^2 + 0.009882 z + 0.002126}{z^3 - 2.444 z^2 + 2008 z - 0.5488} U(z) + \frac{1}{z^3 - 2.444 z^2 + 2008 z - 0.5488} E(z). \]

(23)

Using this model, the data for our experiments was generated. Fig. 1 shows the system input and output time trajectories. 1000 samples of input-output data are corrupted by 11 outliers (completely wrong measurements).

Fig. 2 and Fig. 3 show the step responses of the identified models together with the step responses of the nominal model, where the each identification was done by minimizing a different norm.

It is not convenient to use the \( p = \infty \) norm for system parameter identification from data corrupted by outliers – see Fig. 4.

The Euclidean norm of the parameter estimation error can be used to demonstrate the accuracy of the estimation. The norm is

\[ f = \left\| x - x^* \right\| \]

(24)

where \( x \) is the estimation and \( x^* \) is the vector of the true parameters of the nominal system. Fig. 5 shows the dependency of the norm of the estimation error on the \( p \)-norm of the criterion (i.e., \( p \)).

![Fig. 1: Data for experiments](image1)

![Fig. 2: Results of identification – step responses (left \( p = 2 \), right \( p = 1.7 \))](image2)
Fig. 3: Results of identification – step responses (left $p = 1.3$, right $p = 1$)

Fig. 4: Results of identification - step response for $p = \infty$

Fig. 5: Dependency of the norm of the estimation error on the $p$-norm (i.e., on $p$)
Example II – predictive control by \( p \)-norm minimization

Consider the second order continuous-time system described by a transfer function

\[
G(s) = \frac{1}{s^2 + 0.7s + 0.93}
\]  

(25)

that is sampled by a sampling period \( T_s = 0.1 \) s. Note that the discrete-time system model was transformed to the state space. In the first experiment, three different MPC controllers were designed:

- The first MPC minimizes the 1-norm. Such a minimization problem can be converted to linear programming (see section 3).
- The second MPC minimizes the \( p \)-norm where \( p \) is considered to be \( 1 < p < 2 \). In this case, the minimization problem can be solved by the IRLS algorithm (see section 3).
- The third case is standard MPC minimizing the quadratic norm of the error vector. This optimization can be solved

![Fig. 6: Simulation results for 1 (left) and 1.1 (right) norm (with weighting coefficient \( r = 1 \))](image1)

![Fig. 7: Simulation results for 1.5 (left) and 2 (right) norm (with weighting coefficient \( r = 1 \))](image2)
as a least squares problem or, with constraints, as a quadratic programme.

The only parameter that is different for each MPC is the kind of $p$-norm. All other parameters are not changed (prediction horizon $N$ and weighting coefficient $r$). Fig. 6 and Fig. 7 show the simulation results for the first experiment. The performances of reference tracking and system input are shown for $p = 1, 1.1, 1.5, 2$. Minimizing the $1$-norm of the quality criterion achieves dead beat control.

The second experiment shows the influence of the weighting coefficient $r$ in the criterion (22) on the time length of dead beat control (for $1$ norm). The simulation results for weighting coefficient $r = 0.1$ and $r = 10$ in Fig. 8. The relatively large penalty $r$ does not allow big changes in differences of control variable $\Delta u$ and therefore the time of dead beat control is longer.

7 Conclusions
The purpose of this paper is to show the influence of different $p$-norm selection on ARX model identification and control. When the measurements of the system output were damaged by outliers, it is shown that the Euclidean norm gives worse results than the $p$-norm for $1 < p < 2$. The best results were achieved with the $p$-norm for $p = 1$.

Predictive control realized by the $p$-norm of quality criterion minimization shows interesting results from LQ control (Linear system and Quadratic criterion) to dead beat control.
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