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Abstract. Underwater environment is still an attractive area to explore and exploit by human
beings. However, underwater characteristics limit communications due to harsh channel conditions,
and efficient channel codes are essential to deploy. This study presents an underwater system based on
protograph low-density parity check (P-LDPC) codes and orthogonal frequency division multiplexing
(OFDM) for image transmission. The system proves a successful reconstruction of P-LDPC coded
images with different levels of comparison. The performance of the proposed system is evaluated
using nine objective measures such as bit error rate (BER) and peak signal to noise ratio (PSNR).
Firstly, the proposed system performance is evaluated with different block lengths of P-LDPC code.
Then, the implemented system shows a coding gain of approximately 1.75 dB for applying P-LDPC
when compared to polar with cyclic redundancy check at 0.0001 BER. Additionally, image subjective
assessment is obtained to demonstrate how the P-LDPC outweighs polar and turbo product codes
in terms of estimated image quality. Lastly, further investigation is performed to study the effect of
varying fast Fourier transform (FFT) size and cyclic prefix (CP) length on image reserved quality. The
results show that the received image is better reconstructed for larger FFT sizes since that produce
longer CP and symbol duration, and that in turn helps the system to combat the multipath fading
introduced by the underwater channel.
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1. Introduction
The water covers the majority of our planet and has
more to discover. That environment has attracted
the researchers to explore underwater events using
modern communications technologies. Autonomous
underwater vehicles (AUVs), smart sensors, developed
underwater communication technologies and routing
protocols are all playing crucial roles in enabling hu-
mans to benefit from monitoring the quality of water
and submarine creatures, exploring resources (e.g., oil
and food) or even preparing for disasters [1].

Although the underwater environment offers ad-
vantages to humans, it also poses challenges for the
development of reliable data transmission. Firstly,
water tends to dampen electromagnetic signals which
limits the transmission ranges due to signal attenua-
tion. Thus, the acoustic signals are mostly devoted
in underwater communication due to its longer trans-
mission ranges [1]. Secondly, severe complicated prop-
agation paths can be created with higher delays due
to signals scattering/reflections which is known as
multipath effect. This challenge can be mitigated
by implementing the orthogonal frequency division

multiplexing (OFDM) scheme which assists in elim-
inating multipath fading introduced by the channel.
Thirdly, underwater node’s movement caused by un-
derwater currents regularly has negative impacts such
as Doppler shifts in the received data which requires
signal processing approach to compensate recovery [2].
Furthermore, the chaotic node mobility leads to in-
stability in coverage [3] since the movement emerges
holes in coverage and changes in topology and may
even cause risks of collisions, therefore, node coordi-
nation/controlling algorithms can be deployed [4]. In
consequence of those challenges, the quality of data
transmission is affected in terms of reduced data rate
to cope with complication in underwater channels and
frequent increased data packet loss. Adopting coding
schemes that focus on error correction to mitigate the
channel’s severe conditions is apparently essential for
data integration enhancement in such environment.

In literature, the existing channel coding schemes
for underwater acoustic communications (UAC) are
apparently limited [5]. In [6], the Reem Solomon
codes and convolutional codes were examined in the
UAC environment. The authors developed robust
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Figure 1. System design schematic.

acoustic channel that reliably permits transmitting
text, images and low-bit-rate speech with the aid of
an equalizer designed to mitigate channel impacts.
In [7], space-time coding schemes were applied jointly
with multipleinput-multiple-output (MIMO) systems
for providing higher UAC transmission rate. In this
study, trellis and layered codes were developed with an
adaptive equalizer at receiver. The authors performed
practical experiments on a real channel in the Pacific
Ocean to prove a 48 kb/s of data rate can ben reliably
transmitted in a 23 kHz bandwidth and over a 2 km
range. In [8], LDPC codes for non-binary sources
were investigated for underwater multicarrier commu-
nications. In [9], OFDM transmission was developed
with adaptive-based modulation and coding systems.
The results showed via real-time sea experiments that
the transmission rate was maximized at a given desig-
nated power. In [10], P-LDPC codes were designed
particularly for UAC channels. The simulation tests
proved that the developed code was outperforming
the MacKay’s LDPC (3,6) codes by 0.5 dB coding
gain at 0.00001 BER. Moreover, the study in [11] ana-
lyzed the transmission over UAC channels using ex-
trinsic information transfer (EXIT). The finite-length
EXIT, rather than traditional infinite-length EXIT,
was developed for P-LDPC codes with 0.5 rate to show
its outperformance compared with the (3,6) regular
LDPC codes. The authors in [12] proposed a coding
scheme in which source and channel coding is realized
jointly to be applied for UAC using a deep learning
approach. The authors proved via conducting simula-
tions that their proposed deep learning approach can
offer higher data rates than traditional mechanism in
which the modulation with the source and channel
coding are performed separately. Most recently, the
paper [5] proposed a P-LDPC code designed for UAC
in a differential chaotic bit-interleaved coded modu-
lation (DC-BICM) system. The results showed that
the proposed system compared with its counterparts
can achieve 0.48 dB channel coding gain for P-LDPC
with up to 69.5 % reduced number of iterations in av-
erage. In [13], the authors applied a protograph based
spatially coupled LDPC (SC-LDPC) to evaluate its
performance over UAC. The results showed that for
the same latency constraints, SC-LDPC could achieve

1 dB gain compared with LDPC at 0.001 BER for data
transmission over a shallow water channel with 10 kHz
bandwidth.

On the other hand, several studies have considered
the underwater image improvement. In [14], a sum-
marization of underwater image quality enhancement
methods was presented in two approaches: image
formation model IFM-based and IFM-free. Particu-
larly, for the latter category, the methods of enhance-
ment primarily rely on redistributing image pixels to
improve the contrast and coloring. IFM-free image
improving techniques may involve pixel value manipu-
lation into two aspects: spatial or transform domains.
For the spatial approach, several studies have been
proposed in this regard to deal with single-color [15] or
multi-color [16]. For the transformed domain, the stud-
ies [17, 18] have suggested methods of improvements
for single underwater images using wavelet transform.
This technique allows for the coefficients of red-green-
blue (RGB) components to be approximated and pro-
cessed for image intensity adjustment and then image
local contrast enhancement.

To the extent of our knowledge, the LDPC based on
5G-NR protograph construction for image transmis-
sion over underwater channels has not been investi-
gated in literature yet. Consequently, this study aims
to fill the aforementioned research gap by building
an OFDM based underwater communication system
with adopting a capacity-approaching P-LDPC error
control coding scheme to safeguard image transmis-
sion over this harsh environment. The rest of the
study is structured as follows. Section 2 presents the
proposed communication system design. Section 3
shows the P-LDPC code structure and decoding al-
gorithm. The simulation results and discussion are
outlined in Section 4. Finally, the conclusion is drawn
in Section 5.

2. System design
This paper proposes the system design as depicted
in Figure 1. For the test standard images, many
sets have been used in literature. In this study, the
Lena gray image with 256 by 256 pixels is chosen
as a standard test image being transmitted from the
source to destination over an underwater channel.
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Parameter Value
Channel bandwidth 8 kHz
Max. delay spread 3.5 ms
Number of subcarriers 128
Symbol duration 16 ms
Spacing of subcarriers 62.5 Hz
Cyclic prefix duration 4 ms
Overall OFDM symbol duration 20 ms

Table 1. OFDM parameters.

Firstly, at the source (or transmitter), the source
text image is segmented into smaller packets (or
blocks) for post-processing. Then, the segmented data
is attached with redundant control bits for channel
coding using a P-LDPC code to combat the channel
distortion. The encoded data are then permuted via
an interleaver for the purpose of spreading out pos-
sible consecutive burst errors, and that contributes
to enhancing the system performance. Afterwards,
the symbols x = [x(0), x(1), · · · , x(M − 1)]T of length
M are parallelised such that x(i) represents the i-th
symbol selected from a quadrature amplitude modula-
tion (QAM) mapping. The OFDM stage comes next
by performing inverse fast Fourier transform (iFFT)
along with pilot pins and a cyclic prefix (CP) insertion
so that inter-symbol interference (ISI) is eliminated at
the destination. It is crucial for the CP length to be
longer than the maximum channel delay. Therefore,
the data symbols with N -length CP extension become
as:

xCP = [x(M − N + 1), . . . , x(M − 1)︸ ︷︷ ︸
CP

x(0), x(1), . . . , x(M − 1)︸ ︷︷ ︸
x

]T ,
(1)

which then passes through a parallel to serial conver-
sion (P/S) to be sequentially sent over an underwater
channel.

In multipath channels, the transfer function of the
channel is given as:

H(f) =
∑

p

Hp(f)e−j2πfτp , (2)

where at pth path (p = 0, 1, 2, . . . )
Hp(f) is the transfer function,
τp is the delay of propagation.
The channel impulse response can be written as:

h(t) =
∑

p

hp(t − τp). (3)

In this paper, the underwater acoustic channel is
considered with the parameters listed in Table 1. The
adopted channel is a baseband complex channel with
8 kHz bandwidth and 3.5 ms maximum delay spread.

Figure 2. Underwater channel frequency response.

Figure 3. Underwater channel impulse response.

The underwater channel frequency response is shown
in Figure 2. Moreover, the correspondence magnitude
impulse response of the used underwater channel is
depicted in Figure 3. That latter figure shows the
multipath components with the associated delays and
amplitudes. Equation (4) is used to calculate the root
mean square (RMS) delay spread to be 0.64 ms:

τrms =

√∑
p ((tp − ta) − τm)2a2

p∑
p a2

p

, (4)

where

tp is the arrival time of the pth path,
ta is the arrival time of the first path,
ap is the amplitude of the pth path,
τm is the average delay obtained as:

τm =
∑

p (tp − ta)a2
p∑

p a2
p

. (5)

The OFDM setting is shown in Table 1. The FFT
length is set to 128. That means the 8 kHz band-
width channel is subdivided into 128 sub-channels
with a spacing of 62.5 Hz with 16 ms symbol duration.
Furthermore, the CP duration is selected to be 4 ms,
which is longer than the maximum delay spread of the
underwater channel. That results in each sub-channel
experiencing flat-fading and helps to reconstruct the
received data.
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Subsequently, the data received from the kth sub-
channel are formed as:

y[k] = H[k]x[k] + n[k], (6)

where
H[k] is the transfer function,
x[k] is the transmitted data,
n[k] is the additive noise each associated with kth

sub-channel for k = 0, 1, 2, . . . , 128.
Then, the received vectors are parallelised before pass-
ing through the FFT and CP removal operations. Pre-
ultimately, de-mapping, de-interleaving, and channel
decoding are executed sequentially. Lastly, the data
bits are reconstructed to produce back the estimated
version of the 256×256 Lena image.

The performance objective measures used to evalu-
ate the received data are mainly:
(1.) the bit error rate (BER) as the ratio of transmit-

ted bits to the recovered bits,
(2.) the peak signal to noise ratio (PSNR) in dB,

which is obtained as [19]:
PSNR(Mt, Mr)

= 10 log10

(
mn

(
max

(
M2

t (i, j)
)∑

i,j [Mt(i, j) − Mr(i, j)]2

))
,

(7)

where Mt and Mr are the n × m transmitted and
received images, respectively. Furthermore, other
measures are presented in the results and discussion
section.

3. P-LDPC design
The channel coding scheme used in this paper is
the LDPC code based on protograph construction
that is defined by the 3rd generation partnership
project (3GPP) in the fifth-generation new radio 5G-
NR standard [20]. The construction of the LDPC
H matrix is achieved by selecting one of two base
graphs (BG) matrices (B1 or B2). The size of B1
is 46×68 while B2 is 42×52. The H matrix is cre-
ated through the replacement of each element in B by
a matrix with size Zc × Zc, where Zc is a lifting (or
expansion) factor defined in the standard according to
a set index. A detailed description of protograph con-
struction and encoding phases is given with examples
in [21].

For the decoding of P-LDPC used in this study,
the offset min-sum MS (OMS) algorithm [22] is ap-
plied with a correction-factor (α) added directly to
the log-likelihood ratio (LLR) outputs of the check
nodes (CNs) as will be shown in the algorithm be-
low. First, the codeword C = {c1 c2 . . . cI} is cate-
gorised by a J × I parity-check matrix of an LDPC
code. The symbol vector passes through the chan-
nel to produce ri as an input to the P-LDPC de-
coder. Then, the soft-in-soft-output (SISO) itera-
tive decoding is performed based on the LLRs ex-
changed between the variable nodes (VNs) and CNs,

and that message passing mechanism is prompted
by the decoding algorithm defined below. The set
of VNs contributed in CN (cnj) is established as
M(j) = {i | hi,j = 1}. Similarly, the set of CNs
involved in VN (vni) is symbolised as N(i). Fur-
thermore, Lij and Lji are the two vectors repre-
senting the LLR information sent from the variable-
node vni to the check-node cnj or vice-versa from
the check-node cnj to the variable-node vni, respec-
tively.

The OMS algorithm is described as:

Step 1 (Initialisation)
For k=0 and for each vni, i ∈ [1, I]:

L0
ij = ri.

Step 2 (CN calculation)
Update cnj , j ∈ [1, J ]:

Lk
ji,MS =

 ∏
i′∈M(j)\i

sign
(

Lk−1
i′j

) · min
i′∈M(j)\i

∣∣∣Lk−1
i′j

∣∣∣ ,
Lk

ji = max
{∣∣Lk

ji,MS
∣∣− α, 0

}
.

Step 3 (VN calculation)
The kth output of vni, i ∈ [1, I]:

Lk
i = L0

i +
∑

j∈N(i)

Lk
ji,

ck
i =

(
1 − sign

(
Lk

i

))
/2; Xk = CkHT ,

if Xk = 0,

finalise decoding and assign the output C̃ = Ck.

Step 4
Update vni, i ∈ [1, I]:

Lk
ij = Lk

i − Lk
ji, j ∈ N(i),

increase k, then go to Step 2.

In terms of VNs and CNs update exchange, there
are two scheduling mechanisms: flooding and layering.
The latter mechanism is supported by the 5G-NR
standard to provide a better performance with less
complexity by requiring fewer iterations at the decoder
to converge. That is because the layered decoders es-
sentially group the H’s rows into a certain number
of bundles, each named a layer. For example, Equa-
tion (8) shows an H parity matrix whose rows are
clustered to create two layers with C1 & C2 codes
declared with H1 & H2 matrices, respectively. Its cor-
responding layered decoding is illustrated in Figure 4
where the LLRs denote variable-node updates [21].
The decoding mechanism is performed in a layered
manner by initialising the decoder of C1 with a chan-
nel LLR, then applying the LLR21 in the subsequent
iterations. In a manner that is similar to the shown
example, in this study, the base graph 2 (i.e., B2) ma-
trix is considered to have 42 layers/rows to guarantee
layered processing of decoders in the 5G standard.
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Figure 4. Example of layered decoding structure [21].

This layering mechanism allows for updated LLR
messages on a layer to be used within the same itera-
tion to perform new CN computations, rather than
waiting for all column and row computations to pro-
duce newer messages [23]. Accordingly, the layered
OMS decoding was implemented in this paper.

H =
[
H1
H2

]
=


1 1 1 0 1 0 0
0 0 0 1 0 1 1
1 1 0 1 0 0 1
0 0 1 0 1 1 0


}

layer 1}
layer 2

(8)

4. Results and discussions
For the P-LDPC code, base graph 2, with different lift-
ing (expansion) factor Zc and layered OMS decoding
were chosen for evaluation purposes. For a compari-
son with other coding schemes, polar coding [24] and
block turbo codes [25] were implemented. For polar
codes, the successive cancellation list (SCL) [26] de-
coding algorithm was realised with list sizes 4 and
8 along with the aid of an 11-bit cyclic redundancy
check (CRC) [20] embedded within blocks of 1024 bits.
For block turbo codes, a serial concatenation of ex-
tended Bose-Chaudhuri-Hocquenghem (BCH) code
with extended Hamming code were selected to pro-
duce a 2-dimension turbo product code (2-D TPC) to
offer 1056-bit block lengths. The block length values
for polar and turbo codes were chosen for a fair com-
parison with 1.1k bit P-LDPC codes, and all schemes
were implemented at 1/3 encoding rate. Additionally,
the underwater nodes in this paper were considered
as semi-static, and hence the mobility and Doppler
effect are minimised.

Firstly, the performance of transmitting a P-LDPC
coded image over an underwater channel for differ-
ent block lengths are evaluated in terms of BER and
PSNR as shown in Figure 5 and Figure 6, respec-
tively. The block lengths were set as n = 1.1k, 2.3k,
4.6k and 9.2k bits, where k refers to a thousand, by
doubling the Zc from 36 to 72, 144, and 288, respec-
tively. Figure 5 indicates that the designed system
is performing well by estimating the received image
with minimised errors for different block lengths with
a higher signal to noise ratio (SNR). The system
BER shows that although the behaviour of all four
block lengths stays converged for lower SNRs, a di-
vergence between them is explicitly shown in Fig-
ure 5 for the region above 2 dB. The longer the block

Figure 5. BER of P-LDPC coded image transferred
over underwater channel with different block lengths.

Figure 6. PSNR of P-LDPC coded image transferred
over underwater channel with different block lengths.

length, the better the BER performance. For exam-
ple, at SNR = 3.5 dB, the system performs the best
at the block length n = 9.2k bits to offer less than
10−5 BER as compared to 0.002, 0.001 and 0.0002 at
n = 1.1k, 2.3k and 4.6k bits, respectively. Similarly,
Figure 6 shows the system performance with various
block lengths but in terms of PSNR (in dB) rather
than BER. Similar indication is revealed, the increase
in block length results in an increase in PSNR between
the transmitted and received images, which means
a better system behaviour. For example, in order for
the system to achieve a PSNR of approximately 50 dB,
P-LDPC with n = 1.1k bit length requires 5.5 dB of
SNR compared to almost 3.6 dB SNR required by the
code with n = 9.2k bit length. However, the code
with block length of n = 1.1k bits can still achieve
acceptable levels of BER and PSNR for a system
transmitting images over a harsh underwater channel.
Furthermore, the tradeoff between the block length
and code complexity is a crucial matter to consider in
an underwater environment where the system design
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Figure 7. BER of coded image transferred over
underwater channel with different coding schemes.

is highly constrained. In consequence, the shorter
P-LDPC with n = 1.1k bits is further investigated for
the rest of this section.

Secondly, the system behaviour is evaluated for im-
ages coded with P-LDPC and Polar SCL-CRC (list
sizes 4 and 8) over an underwater channel. As the
idea of list decoding of polar code is to make the
SC decoders work as parallel groups, the list size of
this technique plays a significant role in improving
the code error correction capability. This principle is
demonstrated in Figure 7 where the Polar SCL-CRC
size 8 outperforms the size 4 in terms of BER at the
same SNR. Moreover, Figure 7 shows that P-LDPC ac-
complishes better BER than Polar SCL8-CRC. For in-
stance, there is a coding gain of approximately 1.75 dB
for applying P-LDPC compared to Polar SCL8-CRC
at 0.0001 BER. A similar comparison of these coding
schemes but in terms of PSNR is demonstrated in
Figure 8. The red curve represents the PSNR against
SNR for P-LDPC code which can reach the peak at
50 dB PSNR at 5.5 dB SNR, which steadily outper-
forms Polar codes with both list sizes as depicted in
Figure 8.

Thirdly, in addition to BER and PSNR, other per-
formance measures are examined to further investi-
gate image transmission over the underwater channel.
Mean squared error (MSE), average difference (AD),
structural content (SC), normalised cross-correlation
(NK), maximum difference (MD), Laplacian MSE
(LMSE), and normalised absolute error (NAE) are
all calculated between the n × m transmitted image
(Mt) and n × m received estimated image (Mr). As
the performance of P-LDPC is more comparable to
Polar SCL8-CRC, those other image measures are
obtained in Table 2 for SNR values ranging from 0 dB
to 5 dB. It is noticeable that the error-related mea-
sures (i.e. MSE, LMSE and NAE) are getting lower
as the SNR values are increasing, and P-LDPC shows
a faster decrease which indicates a better behaviour
compared to Polar code. For AD and MD, the differ-

Figure 8. PSNR of coded image transferred over
underwater channel with different coding schemes.

ence between the original and reconstructed images is
minimal at higher SNR values, and again, P-LDPC
has an advantage over Polar code. Lastly, for SC and
NK measures, both are approaching 1 at higher SNR
values, which reflects a higher similarity between the
original image and the reconstructed estimated image.

Finally, after presenting various objective image
measures, a subjective assessment is examined. This
examination is done based on human observation to
judge the estimated image quality as shown in Figure 9.
The first comparison of the reconstructed images is
performed for P-LDPC with different block lengths as
shown in Figure 9a. The image quality is observed to
be getting better as the block length is increasing for
a fixed SNR value at 3 dB, with the difference being
quite noticeable. Furthermore, Figure 9b shows the
quality of the estimated P-LDPC coded image with
different FFT sizes used in the OFDM system when
performing iFFT and FFT at the transmitter and
receiver, respectively. The FFT sizes are chosen to
produce 64, 128, 256, and 512 subcarriers with CP
lengths of one quarter of the symbol length for all
sizes. The SNR value and block length are fixed at
4 dB and 1.1k bits, respectively, for a fair and recog-
nisable comparison. Figure 9b demonstrates that the
image quality is better for bigger FFT sizes as moving
from 64-FFT to 128-FFT, 256-FFT, and 512-FFT will
result in doubling the symbol durations from 8 ms to
16 ms, 32 ms and 64 ms, respectively. In consequence,
the CP duration is increasing, which in turn helps the
system to better combat the multipath fading intro-
duced by the underwater channel. However, although
the bigger FFT size results in a better performance,
it adds more complexity as a trade-off. Lastly, Fig-
ure 9c compares the estimated image quality coded
with P-LDPC, Polar, and 2-D TPC schemes. It is
clear that the subjective judgement of the best quality
is towards the P-LDPC when compared for 5 dB SNR
and 1.1k bit block length.
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SNR [dB] 0 1 2 3 4 5

MSE P-LDPC 4307 2797 1061 235 45 5
Polar-SCL8 7610 7234 5968 3096 962 165

AD P-LDPC −1.36 −0.241 −0.186 0.0314 −0.038 0.022
Polar-SCL8 −4.08 −2.74 −2.09 0.919 0.549 0.0271

SC P-LDPC 0.8946 0.9367 0.972 0.9953 0.9985 1.0002
Polar-SCL8 0.81183 0.83135 0.8576 0.92556 0.9721 0.9955

NK P-LDPC 0.9362 0.954 0.9841 0.9956 0.9994 0.9997
Polar-SCL8 0.89918 0.89542 0.91307 0.95203 0.9869 0.9975

MD P-LDPC 226 224 208 200 200 136
Polar-SCL8 223 226 226 225 215 208

LMSE P-LDPC 86.87 58.526 23.369 5.434 1.006 0.12
Polar-SCL8 128.98 125.27 103.96 59.303 19.633 3.6931

NAE P-LDPC 0.3291 0.2134 0.0819 0.0178 0.0031 0.0004
Polar-SCL8 0.57933 0.55281 0.45435 0.2397 0.0744 0.0135

Table 2. Other objective image measures.

(a). P-LDPC coded at SNR = 3 dB and 128-FFT (for n = 1.1k, 2.3k, 4.6k, 9.2k from left to right).

(b). P-LDPC coded at SNR = 4 dB and n = 1.1k (for 64-FFT, 128-FFT, 256-FFT, 512-FFT from left to right).

(c). Various coding schemes at SNR = 5 dB and n = 1.1k (for 2-D TPC, Polar SCL-4, Polar SCL-8, P-LDPC from
left to right).

Figure 9. Reconstructed image with various coding schemes over underwater.
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5. Conclusion
This study presents an approach for transmitting im-
ages over an OFDM underwater channel based on
P-LDPC coding schemes. The performance of the pro-
posed system with P-LDPC is compared with other
coding schemes and evaluated using both objective
and subjective assessments of the quality of the recon-
structed received image. The results show how im-
plementing channel coding schemes can help combat
transmission impairments caused by harsh underwater
conditions. In addition, it is proved that the longer
block lengths offer a better performance in terms of
BER and PSNR. Furthermore, for a fixed SNR and
block length, the size of FFT plays a crucial role in
helping the system eliminate multipath fading intro-
duced by the channel. Finally, the proposed system
demonstrates its functionality for this type of harsh
characteristic channels with reasonable levels of error
rates and image quality at moderate SNRs.

For future work, some aspects can be more investi-
gated. Fundamentally, real hardware implementation
is lacking for further validation. Since the P-LDPC
decoder performs iteratively, it is recommended to im-
plement the proposed system using either the SHARC
ADSP-21469 kit or the field programmable gate array
(FPGA), which offers parallelism that suits the itera-
tive coding nature. From the channel coding’s side,
the insertion of CRC bits to the P-LDPC is expected
to further enhance its performance. Moreover, since
the source coding is not one of the main points of focus
in this paper, effective compressors are not realised.
Consequently, implementing effective image compres-
sion schemes such as Better Portable Graphics (BPG)
or Set Partitioning in Hierarchical Trees (SPIHT) will
help minimising the size of the transmitted bits by re-
moving image pixel redundancy. Accordingly, the sys-
tem coding rate in general becomes increasable while
maintaining the error correction performance. In other
words, the rise in code rate enables the system to send
more useful information bits, which in turn increases
the system throughput and spectral efficiency that is
essential in harsh underwater conditions. Finally, this
study can be extended to the use of P-LDPC in the
Internet of Underwater Things (IoUT) with dynamic
network and higher node mobility. That will require
to adopt adaptive compensation mechanisms against
severe Doppler shift and self-interference cancellation
systems with a novel pilot insertion technique [27].
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