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Dear Reader

The Acta Polytechnica journal that you have just opened is a scientific journal published by the Czech
Technical University in Prague. This journal first appeared in 1961 under the name “Proceedings of the Czech
Technical University”. The main purpose of the journal was to support publication of the results of scientific
and research activities at the Czech technical universities. Five years later, in 1966, the name of the journal
was changed to Acta Polytechnica, and it started appearing quarterly. The main title Acta Polytechnica is
accompanied by the subtitle Journal of Advanced Engineering, which expresses the scope of the journal
more precisely. Acta Polytechnica covers a wide spectrum of engineering topics in civil engineering, mechanical
engineering, electrical engineering, nuclear sciences and physical engineering, architecture, transportation science,
biomedical engineering and computer science and engineering. The scope of the journal is not limited to the
realm of engineering. We also publish articles from the area of natural sciences, in particular physics and
mathematics.

Acta Polytechnica is now being published in an enlarged format. Our aim is to be a high-quality multi-disciplinary
journal publishing the results of basic research and also applied research. We place emphasis on the quality of
all published papers. The journal should also serve as a bridge between basic research in natural sciences and
applied research in all technical disciplines.

We invite researchers to submit high-quality original papers. The conditions of the submission process are
explained in detail on: http://ojs.cvut.cz/ojs/index.php/ap. All papers will be reviewed, and accepted
papers are published in English.

We hope that you will find our journal interesting, and that it will serve as a valuable source of scientific
information.

Editorial Board
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Abstract. Cognitive radio (CR) is a wireless technology for increasing the bandwidth usage. Spectrum
sensing (SS) is the first step in CR. There are three basic techniques in SS, energy detection (ED),
matched filter (MF), and cyclostationary detection (CFD). These techniques have many challenges in
performance detection (Pd) and computational complexity (CC). In this paper, we propose a hybrid
sensing method that consists of MF and CFD to exploit their merits and overcome their challenges.
The proposed method aims to improve Pd and reduce CC. When MF hasn’t had enough information
about PU, it switches to CFD with a reduction of CC in both MF and CFD. The proposed method is
simulated under fading with cooperative and non-cooperative scenarios, measured using Pd and CC
ratio Cratio, and evaluated by comparing it with traditional and hybrid methods in the literature. The
simulation results show that the proposed method outperforms other methods in Pd and Cratio. For
example, at Eb/No equal to 0 dB under the Rayleigh fading channel, the Pd in the proposed method
increased by 38 %, 28 %, 28 %, and 18 % as compared with the modified hybrid method, traditional
hybrid method, traditional CFD method, and traditional MF method in the literature, respectively.

Keywords: Cognitive radio, spectrum sensing, matched filter, cyclostationary, energy detection,
hybrid sensing method.

1. Introduction
Due to the large number and diversity of wireless
devices and applications, the emergence of new appli-
cations, and the continuous demand for higher data
rates, the Radio Frequency (RF) spectrum is becom-
ing increasingly crowded [1, 2]. Cognitive radio (CR)
has been proposed as a promising technique that pro-
vides a solution to the spectrum scarcity problem by
dynamically exploiting the unused part of the spec-
trum band [3, 4]. A cognitive radio was defined as
a radio or system that senses, and is aware of its op-
erational environment and can dynamically adjust its
radio operating parameters accordingly [5]. Cognitive
radio is a wireless technology that provides the ability
to share the spectrum while avoiding any imposed
harmful interference to the PU [6]. The CR aims
to exploit the natural resources efficiently, including
frequency, time, etc. [7]. Spectrum sensing is the first
step to implementing a CR system. The basic com-
ponent of spectrum sensing is a primary user (PU)
signal or license band, and a secondary user (SU) or
cognitive user (CU) that senses the PU band to detect
the activity of PU and can use its spectrum when
the PU is absent [8]. The SU must not interfere in
any way with the PU to succeed the cognitive ra-
dio networks [9]. Spectrum sensing techniques can
be classified into two scenarios, non-cooperative and
cooperative. Three basic techniques are used for spec-
trum sensing, these are energy detection ED, matched

filter MF, and cyclostationary feature detection CFD.
The ED spectrum sensing technique is more used as
compared to others due to its simplicity and minimal
computational complexity. However, at low signal-to-
noise ratio (SNR) values, and bad channel conditions,
the ED cannot differentiate between the PU signal
and the noise. The matched filter (MF) maximizes
the received SNR in communication systems, so it can
be considered as the best detector [10]. MF has a chal-
lenge that it must know the information about the PU
signal properties, i.e., packet format, pulse shaping,
and the type of modulation. If the CR has incomplete
information about the PU signal, then the MF cannot
be used as an optimum detector. A cyclostationary
detector can be used as a sub-optimal detector. CFD
can distinguish between the PU signal and the noise.
It has a good performance in low SNR conditions be-
cause of its noise rejection characteristic [11]. However,
a cyclostationary detector has a high computational
complexity since it has a long sensing time, which is
not favourable in some situations [12]. To improve the
performance detection, CSS (cooperative spectrum
sensing) is applied. CSS could overcome fading and
shadow in wireless channels. There are two basic
structures of CSS, centralised and distributed [13, 14].
In CSS, SUs sense the spectrum separately and trans-
mit their local decisions to a fusion centre (FC). By
applying some fusion logic scheme, FC is responsible
for the overall decision [11]. The decision fusion rules
can be either hard or soft. In a hard fusion rule, every

228



vol. 62 no. 2/2022 Improvement of Spectrum Sensing Performance in Cognitive . . .

SU makes the local binary decision independently of
the activity of PU, while in the soft fusion rule, the
SUs send their sensing information to the fusion cen-
tre without making local decisions. The decision is
made at FC by using one of the combining rules [15–
17]. The rest of the paper is organized as follows:
Section 2 presents the literature review of the related
works. Section 3 displays the theoretical background
of spectrum sensing techniques. Section 4 explains the
procedures of the proposed hybrid method. Section 5
shows the computational complexity of the proposed
method. Section 6 illustrates the simulation results
and discussions, and finally, the conclusions of the
paper are drawn.

2. Related works
Several works related to the spectrum sensing tech-
nique are proposed to improve its performance.
In [11] traditional hybrid method based on energy and
cyclostationary detectors, the cooperative scenario is
proposed to improve the detection performance with-
out taking into consideration the computational com-
plexity. In this method, the PU signal is first scanned
by ED to detect whether the PU is present or not.
If ED is not certain about the detection of PU, then
the PU signal is sensed by a cyclostationary detector.
In [12], the reduction of the computational complex-
ity in CFD is done by choosing optimum parameters.
In [18], the hybrid method consists of two parallel
paths of detectors. The first path is created from two
sequential detector stages; in the first phase, ED is
used to identify the PU signal existence where the
signal has not been detected. Maximum–Minimum
Eigenvalue (MME) is used as a second stage to detect
the PU signal presence. In [19], the hybrid method
is done by artificial neural networks (ANN). In [20],
the hybrid method consists of five types of detec-
tors, each one having its special functions to detect
the spectrum whether it is free or occupied. In [21],
the hybrid sensing method is proposed based on ED
and cyclostationary detector with a reduced compu-
tational complexity and an improved detection per-
formance. In [22], the idea of the proposed method
is similar to [12], it reduced the computational com-
plexity with a good performance, its process is based
on the optimal parameter selection strategy for choos-
ing detection parameters of the cyclic frequency and
lag. To improve the performance of spectrum sens-
ing techniques and solve its complexity problem, we
proposed a hybrid spectrum sensing method based on
matched filter and cyclostationary feature detection.
This method improves the performance detection of
the matched filter when it does not have sufficient
information about a PU signal or at very low SNR
values, and reduces the computational complexity of
the cyclostationary process with an excellent perfor-
mance detection. The proposed method is measured
using the probability of detection (Pd) and computa-
tional complexity ratio under the Rayleigh multipath

fading channel with cooperative and non-cooperative
scenarios, and evaluated by comparing it with tradi-
tional sensing techniques (cyclostationary and MF),
the traditional hybrid method in reference [11] and
improved hybrid method in reference [21].

3. Spectrum sensing techniques
There are three basic techniques used for spectrum
sensing, which are energy detection, matched filter,
and cyclostationary feature detection. Each technique
is explained in the following sections.

3.1. Energy detector
Energy detection (ED) is the simplest sensing tech-
nique that does not require any knowledge about the
PU signal to operate. It performs the detection by
comparing the accumulated energy of the received
signal with a predefined threshold. The threshold
depends only on the noise power [1]. The received
samples at the CU receiver are shown in the following
Equation [23]:

y(n) = Hθx(n) + Noi(n), (1)

where y(n) is the received sensed signal by the CU,
x(n) is the PU signal, Noi(n) is the Additive White
Gaussian Noise (AWGN) and H is the gain of the
channel, and θ is the activity pointer and has one of
two values as shown in Equation (2),

θ =
®

0 for H0 hypothesis
1 for H1 hypothesis.

(2)

When PU is present, it is represented by hypothesis
H1, while when the PU is absent, it is represented by
hypothesis H0. The probabilities of false alarm and
detection are measured by comparing the energy com-
puted from the sensed signal on observation window
W with a pre-defined threshold λ. The accumulated
energy Enj can be written as shown in Equation (3).

Enj = 1
N

N∑

n=1
|y(n)|2, (3)

where N is the total number of sensed samples
N = WFs, where Fs is the frequency sampling. The
probabilities of false alarm Pf and detection Pd are
shown in Equations (4) and (5), respectively:

Pf = pr(Enj > λ | H0), (4)

Pd = pr(Enj > λ | H1). (5)

Numerically, the threshold value can be computed for
a constant Pf value, which is shown in the following
Equation (6) [24].

λ = (Q−1(Pf ) +
√

N)2
√

N(N)2 (6)
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3.2. Cyclostationary feature detection
Cyclostationary feature detection is a spectrum sens-
ing technique for detecting the PU signals by exploit-
ing the cyclostationary features of the received sig-
nals, these features are the periodicity, number of
signals, their modulation type, symbol rate, and pres-
ence of interferer [25]. This method is achieved by
the autocorrelation process. The autocorrelation can
be computed by multiplying the received signal y(n)
with its delay version. The sum of autocorrelation is
compared with a pre-defined threshold to detect the
activity of the PU signal. If the summation is larger
than the threshold, it means that the PU is present,
otherwise, it is absent [11, 26]. This technique can
distinguish between the signal and the noise, so it
has a better performance as compared to ED. How-
ever, it has a high computational complexity, since
it consumes a long sensing time. A signal is called
a cyclostationary if its autocorrelation is a periodic
function of time t with a given period. This type of
cyclostationary detector is called a 2nd order cyclosta-
tionary detector [25]. A discrete cyclic autocorrelation
function of a discrete-time signal y(n) with a fixed lag
l is defined in Equation (7) [21].

Rα
yy(l) = lim

N→∞
1
N

N−1∑

n=0
y[n]y∗[n + l]e−j2παn∆n, (7)

where N is the number of samples of a signal y[n] and
∆n is the sampling interval. By applying the discrete
Fourier transform to Rα

yy(l), the cyclic spectrum (CS)
is given as [21]:

Sα
yy(f) =

∞∑

l=−∞
Rα

yy(l)e−j2πfl∆l. (8)

The detection of the PU signal is achieved by sensing
the (cyclic frequency) of its cyclic spectrum or cyclic
autocorrelation function (CAF). If the CAF is larger
than the pre-defend threshold, the signal is present,
otherwise, the signal is absent [25].

3.3. Matched filter
The matched filter is a coherent detection technique.
This technique requires prior information about the
PU signals at SU. Assuming that the PU transmitter
sends a pilot stream simultaneously with the data, the
SU receives the signal and the pilot stream. Matched
filter detection is performed by projecting the received
signal in the direction of the pilot [1]. The test statistic
can be written as:

TMF D =
∑

N

y(n)x∗
p(n), (9)

where xp represents the PU signal, y represents the
SU received signal. The test statistics, TMF D, are
then compared with a pre-defined threshold to de-
tect the activity of PU, as shown in the following

Equation (10).
®

If TMF D ≥ λ, PU signal present
If TMF D < λ, PU signal absent

(10)

4. The proposed method
In this method, the design is based on the matched
filter and cyclostationary techniques with an improve-
ment in detection performance and reduction in com-
putational complexity in both of them. The process
of this method is that the matched filter receives
the PU signal and senses the half number of samples
by selecting one and skipping another to reduce the
computational complexity in the convolution process
between the incoming received signal (PU signal) and
its impulse response, which is stored in the matched
filter of the spectrum sensing technique. When the de-
tector does not have a better knowledge about the PU
or when the received signal is distorted due to the
channel effect, it switches to the cyclostationary tech-
nique to overcome the degradation of performance
detection. In the cyclostationary stage, it also senses
the PU signal by using the half number of samples by
sensing one and skipping one to reduce the computa-
tional complexity in the autocorrelation process. So,
in this proposed method, we gain a high-performance
detection with a reduction in computational complex-
ity. Figure 1 shows the flowchart that explains the
procedures of the proposed method. Figure 2 shows
the proposed system model using the centralised co-
operative network. According to [11] and [21], the
probability of detection of the proposed method can
be written as:

Pd,proposedi = 1 − (1 − Pd,MF i)(1 − Pd,cycoi)
i = 1, 2, . . . k, (11)

where k is the number of SUs in the cooperative
scenario, Pd,proposedi is the probability of detection
of the proposed method, Pd,MF i is the probability of
detection in matched filter stage, and Pd,cycoi is the
probability of detection in cyclostationary stage.

5. Computational complexity of
the proposed method

In this section, we compute the computational com-
plexity in two stages (MF and CFD). Since the MF
is based on the convolution process between the re-
ceived and previous information of the PU signal, the
computational complexity in the convolution process
based on the frequency domain equals to a multiplica-
tion between two signals and we need to compute the
frequency domain transformation of both the received
PU signal and its impulse, then, we need to compute
the multiplication between them. The computational
complexity of FFT for N samples is o(Nlog2N) ac-
cording to [21], while for multiplying two signals, each
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Figure 1. Procedures of the proposed method.

with N samples, it is o(N). So, the computational
complexity of a traditional MF becomes:

CconF F T = 2o(Nlog2N) + o(N), (12)

where N is the number of samples. In the proposed
method, we select a half of the samples by choosing
one and skipping one, so the Equation (12) becomes:

CconpropoF F T = 2o

Å
N

2 log2
N

2

ã
+ o

Å
N

2

ã
. (13)

In the second stage, the cyclostationary process is
based on the autocorrelation process and its compu-
tational complexity is [22, 27]:

Cauto = No. of real multiplications

+ No. of real additions

Cauto = 4N + 4N − 2 (14)

The complexity of a traditional cyclostationary pro-
cess is written as shown below:

Ccycl = 4N + 4N − 2 + o(Nlog2N). (15)

Since, in the proposed method, only a half of the
samples was chosen for the cyclostationary process
by selecting one and skipping one, the Equation (15)
reduces to:

Ccyclproposed = 2N + 2N − 2 + o

Å
N

2 log
N

2

ã

= 4N − 2 + o

Å
N

2 log
N

2

ã
(16)

The total computational complexity of the proposed
method is the addition of Equations (13) and (16), as
shown in Equation (17).

CT otalproposed = 4N − 2 + 3o

Å
N

2 log2
N

2

ã
+ o

Å
N

2

ã
(17)
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Figure 2. The proposed system model using the centralised cooperative network.

Method Computational complexity

Proposed method CT otalproposed = 4N − 2 + 3o
(

N
2 log2

N
2
)

+ o
(

N
2
)

Hybrid method in [21] Chybrid = 2N + 2N − 2 + O (Nlog2(N))
Traditional hybrid [11] Chybridtradi = 4N + 4N − 2 + O (Nlog2(N))
Traditional Cyclostationary [21] Ccycl = 4N + 4N − 2 + o (Nlog2N)
Traditional MF CconF F T = 2o (Nlog2N) + o(N)

Table 1. Comparison of computational complexity.

The computational complexity ratio is defined as
the ratio of computational complexity in the proposed
method to the maximum computational complexity
(in the traditional Cyclostiationary method).

Cratio = CT otalproposed

Ccycl
(18)

Table 1 displays the summary of the computational
complexity of the proposed method, the traditional
hybrid method in [11], the hybrid method in [21],
traditional cyclostationary, and traditional MF. It
can be noted that the complexity of the traditional
hybrid method is the same as the one of the traditional
cyclostationary method.

6. Simulation results and
discussion

This section shows the simulation results of the pro-
posed method in both the cooperative and the non-
cooperative scenarios. The performance is tested un-
der AWGN and Rayleigh multipath fading channels.
The results have been achieved using MATLAB 2018
on Windows 10. The performance results of the pro-
posed method are measured using the probability of
detection and computational complexity ratio and
evaluated by comparing it with: hybrid methods in

Parameters Values

PU signal QPSK
Carrier frequency Fc 200 Hz
Sampling frequency Fs 4000 Hz
Pf 0.001

Table 2. Simulation results.

references [11] and [21], and with traditional methods
(cyclostationary feature detection (CFD) and matched
filter method MF). The simulation parameters used
are presented in Table 2. The multipath fading used is
“ITU indoor channel model (A)” with the specification
shown in Table 3 [28].

Figure 3 shows the performance curves of Pd vs
Eb/No for traditional sensing methods (energy detec-
tion, cyclostationary, and matched filter) in AWGN
using the non-cooperative scenario.

It can be seen from this figure that the matched
filter has a better performance as compared to the en-
ergy detection and cyclostationary methods, especially
at a low value of Eb/No, since it has a good knowledge
of the PU signal. For example, at Eb/No equal to
0 dB, the probability of detection in the matched filter
is increased by 36 % and 91 % as compared to cyclo-
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Figure 3. Performance comparison between traditional sensing techniques under AWGN and non-cooperative
scenarios.

Figure 4. Performance comparison between traditional sensing techniques under Rayleigh fading and non-cooperative
scenarios.

Tap Relative Average Doppler
delay power spectrum
[ns] [dB]

1 0 0 flat
2 50 -3.0 flat
3 110 -10.0 flat
4 170 -18.0 flat
5 290 -26.0 flat
6 310 -32.0 flat

Table 3. Multipath fading properties of ITU indoor
channel model (A).

stationary and energy detection, respectively. But the
performance of matched filter becomes very bad when
the knowledge of PU signal becomes poor and the

cyclostationary technique becomes the best technique
in the detection performance. The calculation of per-
centage improvement in this and all bellow results are
as shown below:

percentage = (high value − low value) ∗ 100 %.

When comparing two curves at the same Eb/No or N ,
we take the values from the curves and make sure that
one curve has a value lower than the other, which is
computed as shown in the above formula.

Figure 4 presents the same performance as in Fig-
ure 3, but in Rayleigh multipath fading, it can be
noted that all techniques have the same detection
performance as compared with Figure 3, but with
a degradation in the probability of detection due to
multipath fading, and the matched filter also outper-
forms other technique in the case of a good knowledge
of PU.
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Figure 5. Pd versus Eb/No of proposed sensing methods under Rayleigh fading and non-cooperative scenario.

Figure 6. Performance comparison between the cooperative and non-cooperative scenarios in the proposed and
traditional methods.

Figure 5 illustrates Pd vs Eb/No of the pro-
posed method in the non-cooperative scenario under
Rayleigh multipath fading as compared with hybrid
methods in [11] and [21] and traditional methods (cy-
clostationary feature detection (CFD), and matched
filter detection). It can be observed that the probabil-
ity of detection of the proposed method outperforms
the other methods especially at low Eb/No values,
since the matched filter gives an excellent performance
detection when it has the best knowledge about the
PU signal. When it has a poor knowledge, it switches
to the cyclostationary technique, which is a blind
technique (does not need information about the PU
signal) and gives a very good performance detection
especially at low values of Eb/No. So, the overall

detection performance of the proposed method gives
an excellent detection performance with a low com-
putational complexity. For example, at Eb/No equal
to 0 dB, the proposed method achieves an increase in
detection probability of 38 %, 28 %, 28 %, and 18 % as
compared with the traditional hybrid method in [11],
the hybrid method in [21], traditional CFD method,
and traditional MF method, respectively.

Figure 6 displays the performance curves of the
average Pd vs Eb/No of the proposed method in co-
operative and non-cooperative scenarios as compared
to the traditional hybrid method in [11]. In the co-
operative scenario, we assumed 3 CUs do the sensing
and one of them is suffering from multipath fading.
It can be noted that the detection performance of the
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Figure 7. Computational complexity ratio versus the number of samples.

Method Performance detection Computational complexity

Proposed method Excellent Moderate
Hybrid method in [21] Good Low
Traditional hybrid method in [11] Good High
CFD Good High
MF Very good (in best PU information) Moderate
ED Low Low

Table 4. Summary of performance measurement.

cooperative scenario has a larger improvement than
non-cooperative in both methods, since the effect of
fading is reduced. For instance, at Eb/No equal to
0 dB in the proposed method, the performance detec-
tion is increased by 26 % as compared with a single
CU in multipath fading and increased by 20 % as com-
pared with the traditional hybrid also with a single
CU in multipath fading. In all cases, the proposed
method has a better performance than the traditional
hybrid method.

Figure 7 shows the computational complexity ratio
versus the number of samples. It can be seen that
the proposed method has a lower computational com-
plexity than the hybrid method in [11], traditional
cyclostationary method, and MF, since it computes
the convolution process in the MF stage or autocorrela-
tion process in CFD with a half of the samples, and it
is slightly greater than the hybrid method in [21], since
this method uses an ED in the first stage. However,
the proposed method outperforms the hybrid method
in [21] and others in the probability of detection. For
example, at N equal to 100, the computational com-
plexity ratio in the proposed method decreased by
14 %, 14 %, and 12 % as compared to CFD, tradi-
tional hybrid in [11], and MF, respectively. So, we
conclude that the proposed method has an excellent

probability of detection and a very good reduction in
computational complexity. Table 4 summarizes the
performance of the proposed method, hybrid meth-
ods in [11] and [21], and traditional methods (ED,
cyclostationary, and MF). This table shows that at
very low SNR values, the proposed method is a per-
fect choice for spectrum sensing in terms of detection
performance and computational complexity and for
a very good channel environment, the ED become
the best choice, but since in most cases, the channel
environment is bad, the proposed method is more
appropriate than others.

7. Conclusions
In this paper, we proposed a modified hybrid sensing
method to overcome the problems of the traditional
spectrum sensing technique. The proposed method is
based on a combination of MF and CFD to improve
the detection performance and reduce the computa-
tional complexity. The proposed method is simulated
using MATLAB under Rayleigh multipath fading with
two scenarios: cooperative and non-cooperative, mea-
sured using Pd and Cratio,and evaluated by a com-
parison with traditional and hybrid sensing methods
in the literature. The simulation results show that
the proposed method outperforms other methods in
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the literature in terms of probability of detection and
computational complexity in both channels. In future
work, this method can be tested under other types of
fading channels.

List of symbols
y(n) Received sensed signal by the CU
x(n) PU signal
Noi(n) Additive White Gaussian Noise
H The gain of the channel
θ Activity pointer
H1 Hypothesis when the PU is present
H0 Hypothesis when the PU is absent
W Observation window
λ Pre-defined threshold
Enj Accumulated energy
N Number of sensed samples
Fs Sampling frequency
Pf Probability of false alarm
Pd Probability of detection
Rα

yy(l) The discrete cyclic autocorrelation function
∆n Sampling interval
Sα

yy(f ) Cyclic spectrum
xp Previous information of PU signal
TMFD The test statistic of MF
Pd,proposedi Probability of detection of the proposed

method
Pd,MFi Probability of detection of MF stage
Pd,cycoi Probability of detection of CFD stage
k Number of SU
CconFFT The computational complexity of traditional MF
Ccycl The computational complexity of traditional CFD
CTotalproposed The computational complexity of the pro-

posed method
Cratio The ratio of computational complexity
Eb/No Signal to noise ratio per bit

List of abbreviations
CR Cognitive Radio
SS Spectrum Sensing
ED Energy Detection
MF Matched Filter
CFD Cyclostationary Feature Detection
CC Computational Complexity
RF Radio Frequency
PU Primary User
SU Secondary User
CU Cognitive User
SNR Signal to Noise Ratio
CSS Cooperative Spectrum Sensing
FC Fusion Center
SUs Secondary Users
MME Maximum–Minimum Eigenvalue
ANN Artificial Neural Networks
CAF Cyclic Autocorrelation Function
CS Cyclic Spectrum
FFT Fast Fourier Transform

ITU International Telecommunication Union
AWGN Additive White Gaussian Noise
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Abstract. In this paper, the photocatalytic degradation of procion red dye, one of the most frequently
used dyes in the textile industry, was studied. The objective of the research is to study the ZnO-Zeolite
nanocomposite application to degrade procion red dye by using different irradiation sources. The
adsorption isotherm was also investigated. The ZnO-Zeolite nanocomposite was prepared by a sol-gel
process. Photodegradation test was applied under the sunlight irradiation, ultraviolet (UV) lamp, and in
a darkroom. The dye degradation was also examined by the synthetic zeolite and ZnO for a comparison.
Another objective of this study is to analyse the appropriate adsorption isotherm to describe the
degradation process of procion red dye by using ZnO-Zeolite nanocomposite. The adsorption ability
of the nanocomposite was described by Langmuir and Freundlich isotherms. The adsorption of the
nanocomposite was reported to depend on the degradation time. The highest photodegradation result
of 98.24 % was achieved by irradiating 50 mg/l of procion red dye under the sunlight for 120 minutes.
The result showed that the Langmuir adsorption isotherm was the appropriate adsorption equation for
the degradation process of procion red dye by using ZnO-Zeolite nanocomposite with R2 value of 0.995.

Keywords: Nanocomposite, ZnO, zeolite, adsorption isotherm, photocatalytic degradation, procion
red.

1. Introduction
The growing textile industry, in addition to producing
commercial products, also produces byproducts in the
form of dye wastewater. Procion red is one of most
often used synthetic dye that is hard to decompose
and is present in the wastewater. One of the most
important aspects of water treatment technology is
the process to remove the organic compounds in the
wastewater [1]. Based on previous research, there are
several conventional methods used to degrade textile
dye wastewater. However, the photodegradation pro-
cess and the use of photocatalyst is the best and most
suitable method for wastewater treatment.

The photocatalytic oxidation process combines UV
irradiation with a catalyst; TiO2, CdS, ZnO [2]. The
photocatalytic reaction produces hydroxyl radicals as
an oxidator to break down the pollutant gradually in
a stepwise process [3]. ZnO is the most suitable and is
often used as a photocatatalyst [4]. In photocatalytic
applications, semiconductor ZnO is cheaper than the
other nanosized metal oxides and ZnO is also better
due to its environmental stability. The adsorption
capacity of the photocatalyst is still weak, and the

combination of photocatalyst and adsorbents will solve
this problem [5].

This combination is carried out in order to maximize
the dye pollutants’ contact with photocatalysts [6].
The adsorbent used also does not need to be regen-
erated because the photocatalyst will immediately
degrade the pollutants that have been absorbed in the
adsorbent in situ so that the adsorbent is not easily
saturated.

Zeolite has good adsorption properties and has
a large surface, so it is used as an adsorbent and
helps the adsorption-catalytic process [7]. The acti-
vation of zeolite aims to increase its purity [8]. How-
ever, synthetic zeolite, which has physical properties
is much better than natural zeolite; the pore size of
the synthetic zeolite is uniform, and it maximizes the
adsorption results. This is the basis for selecting
the synthetic zeolite adsorbents to be combined with
the ZnO photocatalysts.

The zeolite adsorbent also has a good adsorption
ability. The adsorption capacity can be determined
by the adsorption isotherm equation, generally by
the Freundlich or Langmuir equation [9]. Among the
several adsorption isotherms, the equations proposed
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by Freundlich and Langmuir are most frequently used
and are very useful for a mathematical description of
adsorption from aqueous solutions [10].

Therefore, this study will use the photodegradation
process as a method of removal of red procion tex-
tile colour substances using composites consisting of
photocatalyst ZnO and synthetic zeolite adsorbent.

In this study, the sol-gel process is used for the
formation of ZnO-Zeolite nanocomposites, the process
will produce metal oxides using alcohol or water [11].
Based on several researches that have been carried
out, the ZnO-Zeolite nanocomposite was applied for
the photodegradation process of procion red dye, and
the effect of the irradiation source in the photodegra-
dation process should also be seen.

Therefore, in this study, the determination of the ad-
sorption isotherm that is suitable for the degradation
process of the procion red dye by using ZnO-Zeolite
nanocomposites was also considered, to study the
adsorption mechanism and the interaction between
the adsorbent and the absorbed substance, and to
determine the maximum adsorption capacity [12].

2. Materials and methods
Zinc acetate, zinc oxide, ethanol, NaOH, and HCl
were obtained from Sigma Aldrich and synthetic pro-
cion red powder dye was obtained from dyestuff store
(Fajar Setia, Jakarta). Commercial synthetic zeolite of
A-Type (Na2O.Al2O3.2SiO2.4.5H2O) was purchased
from PT. Phy edumedia, East Java.

Synthetic zeolites with a 400 mesh size have been
activated by heating in oven at 110 °C for 2 hours,
then washed with 0.4 M HCl for 60 minutes, and finally,
washed with distilled water. The synthetic zeolite was
dried in an oven at 110 °C for 2 hours [13].

2.1. Synthesys and characterisation of
ZnO-Zeolite nanocomposite

ZnO-synthesis zeolite nanocomposite is produced by
sol-gel method, as referred to in [13]. The reason
for using the precursor weight of Zinc acetate and
zeolite 2:1 is because the ratio produces the highest
degradation of colour substances, as it was discovered
in previous research [14] which has also compared the
influence of ZnO and zeolite photocatalyst ratios and
the 2:1 weight ratio is the best ratio.

Zinc acetate as precursor is added with active syn-
thetic zeolite in the precursor and synthetic zeolite ra-
tio of 2:1, then dissolved in 80 ml of 99 % ethanol. The
precursor and zeolite mixture was heated in a reflux
flask to 76 °C for 2 hours. Then, 225 ml of 2 M NaOH
was added to the solution and stirred for 60 minutes.
The mixture was stood for 12 hours and then it was
filtered. Next, the precipitate obtained was heated
at 60 °C for 24 hours and then stored in a desiccator
to keep it dry [13]. The ZnO-Zeolite nanocomposites
were analysed by SEM-EDX, BET, and XRD.

2.2. ZnO-Zeolite nanocomposite
application for photocatalytic
degradation

ZnO-Zeolite nanocomposite have been tested for the
degradation of 50 mg/l of procion red dye. Dye pho-
todegradation was applied in three ways, by using
sunlight, ultraviolet (UV) lamp and dark conditions.
The use of only zeolite and only ZnO was also tested
for the photodegradation process. Before the degra-
dation process, the maximum wavelength of procion
red solution was measured. A 100 mg of ZnO-Zeolite
nanocomposite, mixed with 25 ml of 50 mg/l procion
red, was stirred and placed directly under the sun.
Experiments using sunlight were carried out at noon
between 11.00 am–1.00 pm. The light intensity at that
time was measured by a luxmeter.

Samples were tested in several time variations from
5–120 minutes; first, they were filtered and then the
colour degradation was analysed. The experiments
were also carried out with ultraviolet light irradia-
tion [14] by using UV lamp (Evaco 254 nm) and in
dark conditions. The experiments in dark conditions
were carried out without turning on the UV lamp and
closing the reactor using a black plastic coated box.

The final dye’s absorbance and dye’s concentration
were measured by using a UV-Vis spectrophotometer.
The maximum wavelength of procion red solution is
470 nm. The degradation percentage of procion dye
and the adsorption percentage formulas are shown in
Equations (1) and (2).

Degradation P ercentage = A0 − A1

A0
× 100 % (1)

Equation (1) explains how to find the dye degradation
percentage, A0 is the value of the initial absorbance
of the dye and A1 is the value of the final absorbance.

Adsorption P ercentage = C0 − C1

C0
× 100 % (2)

Equation (2) shows the adsorption percentage calcu-
lation, C0 is the value of the initial concentration of
the dye and C1 is the value of the final concentration.

2.3. Determination of ZnO-Zeolite
nanocomposite adsorption isotherm
type

The adsorption process in dark conditions with ZnO-
Zeolite nanocomposite provides data on the pho-
todegradation results of procion red dye in the form
of adsorption values and the final concentration of the
dye. The data analysis weas performed by determin-
ing the final content of the procion red dye after the
adsorption process.

Calculations of the Langmuir and Freundlich equa-
tions are carried out to determine the pattern or type
of adsorption isotherm suitable for the absorption
process of procion red dye by ZnO-Zeolite nanocom-
posites. The calculation results of each type will be
plotted on the graph, and the most suitable ZnO-
Zeolite nanocomposite adsorption isotherm will be
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Figure 1. SEM image of ZnO.

determined. A good linearization of the line on the
graph and the coefficient of determination R2 ≥ 0.9
(close to 1) are parameters for determining the cor-
responding adsorption isotherm equation to describe
the degradation process of procion red dye using the
ZnO-Zeolite nanocomposite.

The Langmuir isotherm model in Equation (3) as-
sumes that a single particle will be adsorbed by each
site and a monolayer on the surface of adsorbent will
be formed by the adsorbate,

Ce

qe
= 1

a.b
+ 1

a
Ce. (3)

The Freundlich isotherm in Equation (4) explains
the adsorption on heterogeneous surfaces and microp-
orous adsorbent [2].

ln qe = ln Kf + 1
n

ln Ce (4)

3. Results and discussion
3.1. ZnO-Zeolite nanocomposite

characters
Figure 1 shows the SEM image of ZnO with a mag-
nification of 15 000. The image shows a uniform dis-
tribution of the particle shape. Figure 2 presents the
SEM image of activated synthetic zeolite with a mag-
nification of 10 000. The active synthetic zeolite has
a smoother structure and has a more regular shape and
size than before the activation process. The EDX re-
sults of ZnO-Zeolite nanocomposites showed that ZnO
and zeolite components are present in the ZnO-Zeolite
nanocomposite with a Zn content of 56.13 % and an
oxygen content of 22.42 % weight percent. The other
components are carbon content of 12.61 %, aluminium
of 2.75 % and silica of 6.09 % weight percent [13]. The
silica and aluminium contents indicate the presence
of zeolite in the nanocomposites. SEM image result
of the nanocomposite, with a magnification of 10 000,
is showed in Figure 3. The nanocomposite particle
distribution and particle size look smooth and uni-
form.

Based on a previous study, the surface area of the
nanocomposite that consists of ZnO and synthetic

Figure 2. SEM image of Activated Synthetic Zeolite.

Figure 3. SEM image of ZnO-Zeolite nanocomposite.

zeolite also has a significant impact on the photodegra-
dation process. The results of BET characterisa-
tion showed that the surface area of the activated
synthetic zeolite was 47.192 m2/g, for ZnO, it was
19.192 m2/g, and for ZnO-Zeolite nanocomposite, it
was 95.981 m2/g. The ZnO-Zeolite nanocomposite has
the highest surface area. These BET results have also
been discussed in previous research by [13].

The XRD of ZnO-Zeolite nanocomposite confirmed
and proved that the nanocomposite consisted of zinc
oxide (ZnO) and synthetic zeolite components as
shown in Figure 4. The XRD pattern of the nanocom-
posite shows the diffraction peaks at 2θ of 31.43°,
34.51°, 36.37°, and 54.99° that are identical to hexag-
onal ZnO peaks [15]. The other peaks found at 2θ=
10.01°, 22.12°, 26.11°, and 29.98°, represent the pres-
ence of synthetic zeolite [16], [13].

3.2. The photodegradation results of
procion red

Overall, the highest dye photodegradation was
achieved by using the ZnO-Zeolite nanocomposite
for the longest time period of 12 minutes. Research
by [17] showed similar results where ZnO photocata-
lysts with natural zeolites were the most effective and
resulted in the highest degradation of dyes. The per-
centage rate of dye removal increases by increasing the
time up to 120 minutes, because the nanocomposite
has a high photocatalytic activity and produces more
hydroxyl radicals to degrade the dye, moreover, the
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Figure 4. XRD of ZnO-Zeolite nanocomposite.

ZnO photocatalysts will directly degrade pollutants
on the surface of the zeolite adsorbent.

The photodegradation process was applied by using
three different materials in different irradiation condi-
tions. Figures 5–7 below shows a graph comparing the
decrease in the procion red dye concentration by using
nanocomposite of ZnO-Zeolite, ZnO, and synthetic
zeolite under three different exposure conditions, the
sunlight, UV light, and in dark conditions.

The results of the photodegradation using nanocom-
posite and ZnO under the sunlight showed the highest
photodegradation percentage of procion red as com-
pared to the photodegradation application under the
UV light and dark conditions. As shown in Figure 5,
the procion red dye showed the highest degradation
rate by using nanocomposites under the sunlight.

During 5 minutes of degradation by using nanocom-
posites, the concentration of procion red dye under
sunlight has decreased by 24.5 %, by 18 % under the
UV lamps, and in the dark conditions, the concentra-
tion decreased by 17 %. During 15, 25 and 30 minutes
of degradation, it was seen that the degradation of
procion red under the UV light was higher than that
of sunlight, this was due to the intensity of sunlight
that was changing over the time, due to this, it was
possible that the sun’s intensity was decreasing or
lower so the removal of colour substances also de-
creased.

After degrading under the sunlight for 30 minutes,
the percentage of degradation was 70 % and had
reached 91 % at 60 minutes of degradation. Degra-
dation under the sunlight for 120 minutes resulted
in the highest percentage of degradation of procion
red, 98.24 %, meanwhile, in the case of the UV lamp,
the degradation percentage was 90.42 %. The lowest

degradation percentage of only 28.56 % was obtained
in the dark conditions. As can be seen in the Figure 5,
the degradation of procion red in the dark conditions
by using ZnO-Zeolite nanocomposite showed no sig-
nificant increase after 60 minutes, indicating the pos-
sibility that the zeolite adsorbent could have become
saturated over time.

Degradation by using only ZnO also showed a simi-
lar result. Based on Figure 6, it can be noticed that
the highest decrease in procion red concentration was
obtained with radiation from the sunlight. However,
for 20, 25, and 30 minutes, the UV lamp degradation
shows higher results than under the sunlight, this is
also due to the intensity of sunlight, which is not con-
stant changes over time and at that time, the intensity
of sunlight was low, thus reducing the degradation
process. For 120 minutes, the percent degradation of
procion red under the sun has reached 97.65 %, for UV
lamp, it reached 80.64 %, and in the dark conditions
it was still low, only 35.57 %.

ZnO-Zeolite nanocomposite and ZnO can decom-
pose procion red dye using either a direct exposure to
the sunlight or by using the UV lamp. This is because
the ZnO-Zeolite nanocomposite and ZnO only, work
based on the photocatalytic mechanism. These results
are also reported from the research conducted by [18],
which states that the differences in light sources also
have an impact on the photocatalytic process. The
photocatalytic process occurs under ultraviolet light
(UV lamp) and the sun as the light source.

The sunlight can produce the highest percentage
of degradation because the intensity of the light pro-
duced is very high. The sun’s intensity is much greater
than the UV rays. Energy from the sunlight produces
the highest percentage not because it is better than
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Figure 5. Effect of irradiation sources on degradation percentage of 50 mg/l procion red by using ZnO-Zeolite
nanocomposite.

Figure 6. Effect of irradiation sources on degradation percentage of 50 mg/l procion red by using only ZnO.

the UV light, but because the energy from the sunlight
is much higher than from the UV light installed in
the reactor. The wavelength of sunlight is polychro-
matic, the sunlight has a wide range of wavelengths
from ultraviolet light to infrared light, while the UV
light is monochromatic, meaning that the range of
wavelengths is narrower.

The photocatalytic process is yields better results
using sunlight as a light source as compared to UV
lamps. This is due to the fact that the sunlight has
more energy than ultraviolet light, meaning a higher
electron excitation takes place [18]. The sunlight
has a greater light intensity than the UV light. The
sunlight also has a wider wavelength, resulting in the
highest reduction in dye concentration [17].

Research by [2] also reached similar results, namely
that the percentage of dye degradation in the sunlight
was higher than for the ultraviolet light, or the con-
ditions without any light. The greater the sunlight

intensity, the easier the photocatalytic process runs,
so the percentage of dye degradation will be higher
as well. The sunlight causes an even greater rate of
decomposition of the dye. Electrons can be excited
to a higher energy level due to the energy emitted by
light both by sunlight and UV rays [19].

In this study, photodegradation was carried out
between 11.00 am–1.00 pm, during hot conditions, or
when the measurement results of light intensity by
the luxmeter are very high. In that time frame, the
highest light intensity measurement results were ob-
tained, around or more than 100 000 lux. The results
have shown that the highest average light intensity
is at 12.00 am–1.00 pm. The large number of active
photocatalysts exposed to visible light enhances the
formation of hydroxyl radicals for the photodegrada-
tion process [20].

The photodegradation mechanism of sunlight and
UV rays is different, the percentage degradation of
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Figure 7. Effect of irradiation on adsorption percentage of 50 mg/l procion red by using synthetic zeolite.

the sun is higher than that of UV light. The sunlight
provides a lot of visible light irradiation and its pho-
todegradation uses the ultraviolet light mechanism
and the visible light mechanism, whereas the UV light
only uses the ultraviolet light mechanism [21]. Photon
energy from the UV light makes the percentage of
degradation increase, this is also due to the excitation
of electrons and the formation of hydroxyl radicals.

The results of degradation in dark condition are not
significant, because in dark conditions, there are no
photons that can activate the ZnO or ZnO-Zeolite
nanocomposite, so there were no hydroxyl radicals
formed which are strong oxidizers for the photodegra-
dation process of procion red. When it is dark, the
degradation process happens only due to the entrap-
ment process carried out by zeolite particles.

In dark conditions, there is no light that will help
the ZnO photocatalysts to produce hydroxyl radicals
that can degrade dyes, so the photocatalytic process
does not run optimally, this is the reason why the
degradation results of using nanocomposite and ZnO
in the dark conditions are so unsatisfying. The ZnO-
Zeolite nanocomposite can still degrade procion red
dye even in dark conditions due to the dye adsorption
process carried out by synthetic zeolite, but the results
are still not optimal because they are not assisted by
the ZnO photocatalytic process.

In the ZnO-Zeolite nanocomposite degradation, the
ZnO photocatalyst plays a more important role as well,
because in terms of its sustainability, the catalyst
can be used continuously, and its sustainability is
more guaranteed than that of the adsorbent. When
using zeolite adsorbent, after the dye is absorbed, the
adsorbate can become saturated and can no longer
serve as an adsorbent. A longer degradation time
will result in the zeolite getting saturated and the
semiconductor photocatalyst ZnO itself then becomes
responsible for the degradation of the dye.

Figure 7 shows the effect of irradiation on the
adsorption percentage of procion red dye by using

only synthetic zeolite. The adsorption of procion red
showed that the highest yield was obtained in dark
conditions. Meanwhile, the percentage of dye removal
by using UV lamp and under the sunlight were 29.73 %
and 23.74 %, respectively.

After 120 minutes, the adsorption in dark conditions
reached an adsorption percentage of 78 %, 50.64 %
for the UV lamp, and 27.91 % for the sun. After
90 minutes, the percent adsorption by synthetic ze-
olite did not increase anymore, this was due to the
adsorption process of procion dye was only made by
synthetic zeolite adsorbent, so which could have be-
come saturated.

The adsorption percentage by using the synthetic ze-
olite under the sunlight and the UV light is lower than
in the dark conditions because the adsorption process
of procion red dye, unlike in the case of ZnO and
nanocomposites, works based on the photocatalytic
method that requires the light. The dye concentra-
tion decreasing was due to the adsorption process
of the dye by the synthetic zeolite. The adsorption
percentage by using the synthetic zeolite is quite low
due to the fact that the adsorption process is only
made by the zeolite adsorbent, for which the adsorp-
tion process occurs only at the surface. Meaning the
larger the surface area of the zeolite is, the more dye
is adsorbed [22].

The ZnO-Zeolite nanocomposite gave the highest
photodegradation percentage as compared to using
ZnO and synthetic zeolite, this is because they not only
use the dye adsorption process by synthetic zeolite, but
are also aided by the ZnO semiconductor presence in
the ZnO-Zeolite nanocomposite. The effect of zeolite
is also increased under the sunlight or UV light.

3.3. Types of adsorption isotherm for
degradation of ZnO-Zeolite
nanocomposite

The adsorption process carried out in dark conditions
by using ZnO-Zeolite nanocomposite provided data
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Ce [mg/l] qe ln qe ln Ce Ce/qe

50 33.56 4.11 1.41 3.51 8.18
100 81.31 4.67 1.54 4.44 18.21
150 128.12 5.47 1.69 4.91 24.77
200 176.53 5.87 1.77 5.24 32.14
250 227.25 5.69 1.73 5.47 41.69

Table 1. Calculation of the values of qe, Ce/qe, ln qe, and ln Ce for Freundlich and Langmuir Isotherms.

Figure 8. Freundlich Isotherm Graph.

on the degradation results of the procion red dye in
the form of the adsorption value and the final concen-
tration of the dye. Experiments in dark conditions
were carried out without turning on the UV lamp and
closing the reactor using a black plastic coated box.

The interaction between the adsorbent and the ad-
sorbate was described in several types of adsorption
isotherms. This adsorption isotherm will show the
maximum capacity of the adsorbent [23]. The results
were then analysed using the adsorption isotherm
equation. The suitable type of adsorption isotherm for
the adsorption process of procion red dye by ZnO-
Zeolite nanocomposite was determined using the Lang-
muir and Freundlich equations. These equations are
very well known and applicable [23].

In wastewater treatment, Freundlich and Langmuir
isotherm equations are the most used. The calculation
results of each type were plotted on the graph and the
most suitable ZnO-Zeolite nanocomposite adsorption
isotherm was be confirmed. The adsorption process
of the adsorbent against the adsorbate and the max-
imum capacity of the adsorbent can be specified by
determining the appropriate type of adsorption [24].

The adsorption process of ZnO-Zeolite nanocom-
posite was applied by varying the dye concentration
during the degradation time of 60 minutes. The value
of procion red dye concentration was set to 50, 100,
150, 200, and 250 mg/l.

The values of qe, Ce/qe, ln qe and ln Ce were calcu-
lated to be included in the Langmuir and Freundlich
isotherm equations and are presented in Table 1. The
qe value is obtained from the following Equation (5):

qe = (C0 − Ce) × V

W
. (5)

Plotting the values for Ce/qe and Ce will yield the
Langmuir equation and plotting ln qe versus ln Ce will
yield the Freundlich equation.

3.4. Freundlich isotherm
A good linearization graph and the value of the coeffi-
cient of determination R2 ≥ 0.9 (close to 1) show the
corresponding adsorption isotherm equation. Figure 8
demonstrates the relationship between ln qe and ln Ce

in the Freundlich isotherm equation. Based on the
graph, an equation in the form of a linear equation
y = 0.088x + 1.369 and the value of R2 = 0.849
were obtained. The linear equation of the Freundlich
isotherm graph fulfils Equation (6) and gives a con-
stant Kf value of 3.933, a value of 1/n of 0.088 and
an n value of 11.403.

ln qe = ln Kf + 1
n

ln Ce. (6)

K and 1/n are Freundlich constants indicating the
rate of adsorption and heterogeneity factors. Fre-
undlich described a heterogeneous adsorption system.
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Figure 9. Langmuir Isotherm Graph.

The value of Kf (mg/g) also indicates the power or
the maximum adsorption capacity of the material.
The value of 1/n > 1 explains that the saturation
of the adsorbent is not achieved; on the contrary,
when 1/n < 1, the adsorbent has been saturated by
the adsorbate molecules, this happens more in the
adsorption system [24].

3.5. Langmuir isotherm
The Langmuir isotherm equation is illustrated in
Figure 9, which shows the Ce/qe and Ce relation-
ship curves for the Langmuir isotherm. The Lang-
muir graph produces the linear equation of y =
8.098x + 0.705 an R2 = 0.995.

Ce

qe
= 1

a.b
+ 1

a
Ce. (7)

The linear equation of the Langmuir isotherm graph
follows the Equation (7) and gives a constant value of
b of 11.488 l/mg and a of 0.124 mg/g. The value of b is
the Langmuir equilibrium constant or constant (l/mg)
and the value of a is the maximum concentration value
in the solid phase (mg/g), which can also indicate the
maximum adsorption capacity of the material.

Table 2 shows the adsorption isotherm parameters
for both types of adsorption isotherms. Based on
the Langmuir and Freundlich graphs, the adsorption
isotherm equation that is suitable for the process of
degradation of the procion red dye with ZnO-Zeolite
nanocomposites is the Langmuir adsorption equa-
tion with an R2 value of 0.995, while the Freundlich
isotherm equation does not meet the requirements,
because the coefficient of determination R2 is 0.849.

This is also similar to [2] research, where the dye
adsorption isotherm pattern carried out by the ZnO-
Zeolite composite follows the Langmuir isotherm, and
from the graph, it can be seen that it produces a co-
efficient of determination R2 that is close to 1 (0.94)

Isoterm Langmuir Isoterm Freundlich

R2 = 0.995 R2 = 0.849
b = 11.488 L/mg n = 11.403
a = 0.124 mg/g Kf = 3.933 mg/g

Table 2. Adsorption Isotherm Parameters.

as compared to the isotherm. Freundlich does not
comply because the value of R2 = 0.1. The research
of [24] also conducted a similar study and obtained
the highest correlation coefficient (R2) value found
in the Langmuir isotherm, this indicates that the ad-
sorption of liquid waste follows a Langmuir isotherm
approach.

This shows that the adsorption of procion red dye
by using ZnO-Zeolite nanocomposite is more appropri-
ate and in accordance with the Langmuir adsorption
isotherm type, as evidenced by the value of the corre-
lation coefficient (R2) which is closer to 1 as compared
to the Freundlich isotherm type, so it can be assumed
that the adsorbed dye or adsorbates are adsorbed in
a single form (monolayer) and the adsorption process
of procion red dye by using ZnO-Zeolite nanocom-
posite is a homogeneous one. However, Freundlich
isotherm type describes a multilayer adsorption pro-
cess and involves more physical interactions [3].

4. Conclusions
Photodegradation application by using ZnO-Zeolite
nanocomposite produced a higher decomposition per-
centage of the procion red dye under the sunlight as
compared to UV light and in the dark condition. The
highest degradation percentage was 98.24 % by irra-
diation under the sunlight for 120 minutes. The pho-
todegradation process of procion red dye using the
ZnO-Zeolite nanocomposite followed the Langmuir
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adsorption isotherm pattern with the linear equation
y = 8.098x + 0.705, the coefficient of determination
R2 = 0.995, Langmuir constant value b of 11.488 l/mg,
and a maximum adsorption capacity a of 0.124 mg/g.

List of symbols
Ce Equilibrium concentration [mg/l]
C0 Concentration of initial pollutants [mg/l]
qm The adsorption capacity at maximum
qe Amount of adsorbate at equilibrium [mg/g]
V Volume of sample [l]
W Adsorbent weight [g]
a Maximum adsorption capacity [mg/g]
b Langmuir constant
Kf , n Freundlich’s empirical constant
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Abstract. The effect of pigments on mechanical properties of coloured concrete intended for structural
applications, including the bond stress-slip behaviour to embedded steel bars, is not well understood.
Series of concrete mixtures containing different types and concentrations of iron oxide (red and grey
colour), carbon black, and titanium dioxide (TiO2) pigments are investigated in this study. Regardless
of the colour, mixtures incorporating increased pigment additions exhibited higher compressive and
splitting tensile strengths. This was attributed to the micro-filler effect that enhances the packing
density of the cementitious matrix and leads to a denser microstructure. Also, the bond to steel bars
increased with the pigment additions, revealing their beneficial role for improving the development of
bond stresses in reinforced concrete members. The highest increase in bond strength was recorded for
mixtures containing TiO2, which was ascribed to formation of nucleus sites that promote hydration
reactions and strengthen the interfacial concrete-steel transition zone. The experimental data were
compared to design bond strengths proposed by ACI 318-19, European Code EC2, and CEB-FIP Model
Code.

Keywords: Coloured concrete, iron oxide pigment, carbon black, titanium dioxide, durability, bond
strength.

1. Introduction
Pigments including iron oxide (IO), carbon black (CB),
and titanium dioxide (TiO2) are finely ground parti-
cles for integral colouring of concrete and cementitious
materials intended for architectural applications [1–3].
Often manufactured as per ASTM C979 [3] specifi-
cation, the pigments are bound onto the surface of
cement grains, thus altering the colour characteristics
by absorbing certain wavelengths of the visible light
and reflecting others. The IOs are synthetic colourants
manufactured to display a variety of colours (i.e., red,
grey, yellow, etc.), thus infusing the concrete with
their shades [4, 5]. These pigments are stable in the
high-alkaline Portland cement environment, confer-
ring proper colour fastness to sunlight exposure and
resistance to weathering effects. The CB is an eco-
nomical black colourant with high tinting strength
produced from petroleum and charring organic materi-
als [1, 6]. Compared to IO, the CB generally disrupts
the air-entrainment and increases the vulnerability of
concrete to leaching when exposed to repeated wet/dry
cycles [6]. The white-coloured TiO2 mostly occurs in
the natural rutile and anatase crystal forms [7, 8]; it is
normally used with white cement and other pozzolanic
materials (metakaolin) to brighten the cementitious
mixture.

Earlier studies showed that the pigment character-
istics (i.e., type, fineness, mineralogy, morphology,
solubility, etc.), additions rates, and dispersion can
drastically alter the fresh and hardened concrete prop-
erties [9–11]. For instance, it is accepted that pig-

ments absorb part of the free mixing water because of
a significantly higher surface area (vs. cement), thus
requiring increased water demand and/or high-range
water reducer (HRWR) to achieve a given workabil-
ity [12–14]. Meng et al. [15] reported that the drop in
fluidity due to TiO2 can be controlled through HRWR
and slag additions. If poorly dispersed, added pig-
ments may agglomerate in the cement matrix, causing
unreacted pockets or weak zones that decrease me-
chanical properties [15, 16]. Lopez et al. [17] suggested
using the mortar phase, while others recommended
the use of extended mixing time [18] or water-based
colourants [19] to improve pigment dispersibility.

Despite their chemically inert nature, most stud-
ies showed that synthetic IO and CB pigments lead
to increased strength and durability of cementitious
materials. This is generally associated to a micro-
filler effect that blocks the capillary pores and leads
to a denser microstructure [9, 20, 21]. Yildizel et
al. [22] found that yellow and black IOs lead to in-
creased strength and resistance to water permeabil-
ity. Mortars produced using red pigments exhibited
relatively higher pore ratios, which detrimentally af-
fected freeze/thaw resistance and durability. Assaad
et al. [11] reported that strength and bond to existing
substrates increased when red or yellow pigments are
incorporated by up to 6 % of cement mass. The cur-
tail in strength at high pigment rates (above 6 %) was
related to improper hydration reactions resulting from
the excessive amount of powders that are adsorbed
onto the cement grains. Masadeh [23] found that
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Physical properties Specific
gravity

Median
particle size Soundness Blaine

fineness
Lightness
(L-value)

3.15 26.5 µm 0.04 % 3150 cm2/g 88.5
Chemical properties CaO SiO2 Al2O3 Fe2O3 MgO

68.5 % 21.8 % 4.15 % 0.27 % 1.18 %

Table 1. Physical and chemical properties of white cement.

CB incorporated up to 0.5 % of cement mass reduces
the concrete chloride permeability and corrosion rates
of inserted steel bars. Inoue et al. [24] noted that
the CB treatment using aqueous solution of humic
acids helps improving the dispersibility together with
a reduced interaction with air-entraining surfactants
and superior adhesion to the cement matrix (i.e., less
leaching).

In addition to the micro-filler effect, numerous re-
searchers found that TiO2 can participate in the ce-
ment hydration process, at least as nucleation sites, to
accelerate setting times and promote strength devel-
opment [15, 16, 25, 26]. Chen et al. [27] showed that
concrete durability and resistance to water infiltra-
tion significantly improved with 3 % TiO2 additions,
given the conversion of greater volume of calcium
hydroxide (CH) crystals into C-S-H gels. Zhang et
al. [28] reported that TiO2 acts as a filler in empty
spaces and crystallization centre of CH to refine the
concrete microstructure including its resistance to
chloride ion penetration. Folli et al. [29] speculated
that the strength improvement might be related to
alteration in packing density and nucleus orientation
around the interfacial transition zones, rather than
increased amounts of hydration products.

2. Context and paper objectives
The performance of coloured concrete in structural
members, including the extent to which the use of
pigments would alter the bond strengths to embedded
steel bars, is not well understood. Generally, the trans-
fer of stresses between the reinforcement and surround-
ing concrete is attributed to chemical adhesion and
mechanical bearing arising from the concrete surface
around the steel ribs [30, 31]. The parameters affect-
ing the bond are broadly related to the reinforcement
characteristics (i.e., yield strength of bar, size, geom-
etry, epoxy coating, cover, position in cast member,
etc.) and concrete constituents and properties (i.e.,
density, strength, workability, presence of fibres, min-
eral admixtures, etc.) [32]. The spliced or developed
lengths are computed by relevant models proposed by
various building codes; for example, ACI 318-19 [33]
considers that the development length for deformed
bars in tension members is inversely proportional to
the square root of compressive strength, multiplied by
specific factors to account for special considerations
due to the reinforcement size, lightweight concrete, top
bars, epoxy-coated bars, and contribution of confining

transverse reinforcement. Yet, limited attempts have
been made to assess the validity of existing models
and design provisions in the case of coloured concrete.

This paper is a part of a comprehensive research
project undertaken to assess the effect of pigments
on durability and mechanical properties of coloured
concrete mixtures. Two concrete series made with
350 and 450 kg/m3 cement content and various con-
centrations of IO (red or grey colour), CB, and TiO2
pigments are investigated. Tested properties included
the compressive strength, splitting tensile strength,
modulus of elasticity, and bond stress-slip behaviour
to reinforcing steel bars. The experimental data were
compared to design bond strengths proposed by rele-
vant building codes including ACI 318-19 [33], Euro-
pean Code EC2 [34], and CEB-FIP Model Code [35].
Data reported herein can be of interest to civil engi-
neers and architects seeking the use of pigments in
coloured concrete intended for structural applications.

3. Experimental program
3.1. Materials
White-coloured Portland cement conforming to ASTM
C150 Type I was used in this study. Its physical and
chemical properties are listed in Table 1.

The gradations of siliceous sand and crushed lime-
stone aggregate were within the ASTM C33 specifica-
tions. The specific gravity for the sand, fineness mod-
ulus, and absorption rate were 2.65, 3.1, and 0.75 %,
respectively. Those values were 2.72, 6.4, and 1 %,
respectively, for the coarse aggregate, while the nomi-
nal maximum particle size was 20 mm. Naphthalene-
based HRWR was used; its specific gravity, solid con-
tent, and maximum dosage rate were 1.2, 40.5 %, and
3.5 % of cement mass, respectively.

Commercially available IO (i.e., red and grey
colour), CB, and TiO2 pigments were used. As shown
in Figure 1, the red and grey coloured IOs had almost
spherical shapes; their specific gravities were 4.64
and 4.8, respectively, while their Fe2O3 contents were
97.5 % and 98.8 %, respectively. The white-coloured
TiO2 is rutile-based manufactured by the chloride
process; it also possesses round shape (Figure 1) with
a specific gravity of 4.1. The CB is produced by
combustion of aromatic petroleum oil feedstock and
consists essentially of pure carbon (i.e., > 98 %); its
specific gravity was 2.05.

The particle size gradation curves obtained by laser
diffraction for the various pigments are plotted in
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Red IO Grey IO

TiO2 Carbon Black

Figure 1. Morphology of various pigments used.
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Figure 2. Particle size distribution curves for the cement and various pigments.

Figure 2. Generally speaking, the fineness of IO pig-
ments is pretty close to each other; the median di-
ameter (d50) computed as the size for which 50 % of
the material is finer for the grey and red IO is 4.1
and 5.3 µm, respectively. The TiO2 and CB were re-
markably finer, which shifted the gradation curves
towards much smaller particle sizes. The resulting d50
dropped to 0.21 and 0.092 µm for the TiO2 and CB,
respectively.

Deformed steel bars complying to ASTM A615
No. 13 were used in this work to evaluate the effect
of pigments on bond stress-slip properties of coloured
concrete to embedded rebars. The bar nominal diam-
eter (db), Young’s modulus, and yield strength (fy)
were 12 mm, 205 GPa, and 520 MPa, respectively.

3.2. Mixture proportions
Two control concrete mixtures containing 350 (or,
450) kg/m3 cement with 0.5 (or, 0.42) water-to-cement
ratio (w/c) were considered; the corresponding 28-
days f ′c was 26.7 and 34.2 MPa, respectively. The
fine and coarse aggregate contents in the lean concrete
mixture were 830 and 1020 kg/m3, respectively; while
these were 790 and 925 kg/m3 in the higher strength
concrete mix. The resulting sand-to-total aggregate
ratio was 0.45. The HRWR dosage was either 2.6 %
or 2.35 % of cement mass, respectively, in order to
secure a fixed workability corresponding to a slump
of 210 ± 10 mm.

The IO, CB, and TiO2 pigments were incorporated
at three different concentrations varying from 1.5 % to
4.5 % of cement mass, at 1.5 % increment rates. The
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Figure 3. Photo of coloured cylinders after the splitting tensile test.

mixing sequence consisted on homogenizing the fine
aggregate, coarse aggregate, and powder pigment for
3 minutes to ensure efficient dispersion of colourant
materials. The cement, water, and HRWR were then
sequentially introduced over 2 minutes. After 30 sec
rest period, the mixing resumed for 2 more minutes.
The ambient temperature and relative humidity (RH)
remained within 23 ± 3 °C and 55 ± 5 %, respectively.

3.3. Testing procedures
3.3.1. Fresh and hardened properties
Right after mixing, the workability and air content
were determined as per ASTM C143 and C231, respec-
tively. The concrete was cast in 100 × 200 mm cylin-
ders to determine the density, compressive strength
(f ′c), and splitting tensile strength (ft) as per ASTM
C642, C39, and C496, respectively [36–38]. All speci-
mens were demoulded after 24 hours, cured in water,
and tested after 28 days. Averages of 3 values were
considered. The modulus of elasticity (E) was de-
termined through ultrasonic pulse velocity (UPV )
measurements using 100 × 200 mm concrete cylin-
ders, as per ASTM C597 [39]. The pulse velocity
was computed as the ratio between the 200 mm length
of the concrete specimen to the measured transit time.
The E was computed using the conventional wave
propagation equation in solid rocks, expressed as:
E, GPa = [(ρ × UPV 2)/g] 10−2, where g is gravity
acceleration (9.81 m/s2) and ρ is the concrete density
(kg/m3) [1, 31].

3.3.2. Colourimetry
The L, a, and b colour coordinates were determined
following the Commission Internationale d’Eclairage
(CIE) system using a portable colourimeter. The
L-value reflects the colour lightness varying from
0 (black) to +100 (white), a-value represents the chro-
matic intense of magenta/red (+127) and green (–128),
and b-value the chromatic intense of yellow (+127) and

blue (–128) [19, 40]. The specimens were oven-dried
for one day at 50±5 °C prior to testing. The measure-
ments were realized using the broken cylinders after
the tensile splitting test, as shown in Figure 3. Special
care was taken to position the colourimeter sensor in
the mortar phase (not the aggregate particle); while
an average of 6 measurements was considered. The
colour deviation (∆(E)) due to pigment additions
from the control mix was determined as:

∆(E) =
√

(LC − L)2 + (aC − a)2 + (bC − b)2,

where LC = LControl, aC = aControl, bC = bControl.

3.3.3. Bond to steel reinforcement
The direct bond method was used to determine the
bond stress-slip properties of concrete mixtures, in
accordance with RILEM/CEB/FIB specification [41].
The bars were vertically centred in the 150 mm cubic
moulds (Figure 4); the embedded length was 60 mm
(5 db) and PVC bond breaker was inserted around the
bar at the concrete surface to reduce the concentration
of stresses during loading. After 24 hours from casting,
the specimens were demoulded and covered with plas-
tic bags to cure at 23 ± 3°C for 28 days. The direct
bond test was realized using a universal testing ma-
chine, whereby the pullout load and slips of the steel
bar relative to the concrete block are recorded [30, 42].
The tensile load was gradually applied until failure at
a rate hovering 0.25 kN/sec.

4. Test results and discussion
4.1. HRWR demand
Table 2 summarizes the HRWR demand and colour
coordinates for mixtures prepared with various pig-
ment types and concentrations. In line with current
literature [1, 4, 8], the demand for HRWR increased
with pigment additions, given their higher fineness
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Figure 4. Photo of the experimental testing of bond stress-slip properties.

Mixture
codification

HRWR
[% of cement]

Slump
[mm]

Air content
[%]

Density
[kg/m]3

L a b ∆(E)

350-Control 2.6 205 2.8 2320 67.8 5.6 19.3 –
350-Red-1.5 % 2.6 205 n/a 2315 55.2 12.8 12.9 15.8
350-Red-3 % 2.9 200 2.7 2330 51.9 16.1 10.6 21.0
350-Red-4.5 % 3.2 200 2.9 2375 44.4 19.8 12 28.3
350-Grey-1.5 % 2.7 195 n/a 2330 61.9 2.2 12.4 9.6
350-Grey-3 % 2.9 205 3.1 2360 58.4 0.8 7.2 16.0
350-Grey-4.5 % 3.1 205 n/a 2350 49.4 -0.1 4.0 24.6
350-TiO2-1.5 % 2.7 210 n/a 2310 72.0 5.3 19.8 4.3
350-TiO2-3 % 3.0 210 3 2340 71.9 5.4 19.7 4.2
350-TiO2-4.5 % 3.1 195 2.9 2380 76.3 4.4 17.9 8.7
350-CBlack-1.5 % 2.9 190 n/a 2350 42.4 -0.2 -0.2 32.5
350-CBlack-3 % 3.5 195 3.2 2340 42.2 -0.5 -0.7 33.0
350-CBlack-4.5 % 3.6 205 3.4 2390 31.0 -0.05 -1.2 42.4
450-Control 2.4 205 3 2345 68.3 5.7 19.1 –
450-Red-3 % 2.5 210 3.1 2385 48.8 19.0 10.8 25.0
450-Grey-3 % 2.8 200 3 2385 56.2 0.58 6.9 17.9
450-TiO2-3 % 2.7 200 2.8 2405 77.1 5.1 19.1 8.9
450-CBlack-3 % 3.2 205 3.5 2415 41.9 -0.4 -0.8 33.6

The mix codification refers to cement content-Pigment type-Pigment dosage.
n/a refers to not tested.

Table 2. Effect of pigment types and concentrations on workability and colourimetry properties.
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Figure 5. Effect of pigment type and concentration on ∆(E) variations for concrete prepared with 350 kg/m3

cement.

that absorbs part of the mixing water and results in
requirement of additional superplasticizing molecules
to ensure the targeted slump of 210 ± 10 mm. For
example, at a 3 % pigment rate, the HRWR dosage
varied from 2.6 % for the 350-Control mix to 2.9 %
and 2.85 % for the 350-Red-3 % and 350-Grey-3 %
mixtures, respectively. The increase in HRWR was
particularly pronounced for the CB pigment, given
its extremely fine particles [13]. Hence, the HRWR
reached 3.45 % and 3.6 % for the concrete containing
3 % or 4.5 % CB, respectively.

4.2. Colourimetry
As can be noticed in Table 2, the lightness of colour (L-
value) increased from 67.75 for the 350-Control mix to
72 and 76.3 with the addition of 1.5 % and 4.5 % TiO2,
respectively, which can be attributed to the intrinsic
white-coloured nature of this pigment [26, 29]. Yet,
as expected, the L-value followed a decreasing trend
when darker pigments were used; it dropped to 49.35,
44.35, and 31 for mixtures containing 4.5 % grey, red,
and CB pigments, respectively. To the other end,
the magenta chromatic intense (i.e., a-value) varied
from 5.55 to 16.1 for the 350-Control and 350-Red-3 %
mixtures, respectively, while in contrast, the highest
b-value of 19.75 corresponded to the 350-TiO2-1.5 %
mix. Concrete mixtures prepared with CB exhibited
negative a and b values, reflecting the black colouring
effects of such powders.

As shown in Figure 5, the mixtures containing the
white-coloured TiO2 pigments exhibited the lowest
∆(E) values, reflecting relatively limited variations
with respect to the control mix. The incorporation of
red or grey IO pigments gradually increased the ∆(E)
values that varied from 9.6 to 28.3, while the CB-
modified mixtures exhibited the highest ∆(E) that
varied from 32.5 to 42.4. It should be noted that ∆(E)
steadily increased with pigment additions (Figure 5),
without showing a clear stabilization tendency that

reflects colour saturation [11, 17]. This can be at-
tributed to the relatively reduced cement volume (i.e.,
about 11 % of the overall concrete mix), thus requiring
additional pigment powders to achieve colour satu-
ration. Additionally, the beige-like colour of natural
sand could have affected the pigment tinting strength,
which reduced the tendency towards the colour satu-
ration [10, 11].

4.3. Hardened properties
The effect of pigment type and concentration on the
28-days f ′c for concrete prepared with 350 kg/m3

cement are summarized in Table 3, and plotted in Fig-
ure 6. Regardless of the colour, mixtures incorporating
increased pigment additions exhibited higher strength
values. For example, compared to the 26.7 MPa value
obtained for the control mix, the f ′c increased to 29.7
and 34.9 MPa for the mixtures containing 1.5 % and
4.5 % red IO, respectively. Such values reached 30 and
34.2 MPa for the mixtures containing 1.5 % and 4.5 %
grey IO, respectively. This could be associated to the
micro-filler effect and enhanced packing density that
lead to a denser microstructure capable of supporting
higher loads. Yildizel et al. [22] reported that IO
pigments are inert materials (i.e., do not react with
water) that fill the interspaces and capillary pores in
cementitious systems, leading to an improved resis-
tance against permeability and attack of aggressive
ions.

For the given concentration, the effect of CB on
strength development is pretty similar or slightly
higher than the IO pigments. Hence, the f ′c reached
35.1 MPa for the 350-CBlack-4.5 % mixture. Know-
ing the inert nature of such powders, the increase in
strength can be physically related to the micro-filler ef-
fect that enhances packing density of the cementitious
matrix.

The highest increase in f ′c was recorded for con-
crete mixtures prepared with TiO2 additions; this
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Mixture
codification

7-d f ′c

[MPa]
28-d f ′c

[MPa]
ft

[MPa]
UPV
[km/s]

E

[GPa]
τu

[MPa]
δu

[mm]

350-Control 14.8 26.7 2.16 3.55 29.8 11.36 4.1
350-Red-1.5 % 17 29.7 2.28 3.58 30.2 11.94 5.3
350-Red-3 % 20.1 34 2.41 3.6 30.8 18.00 10.3
350-Red-4.5 % 19.8 34.9 3.06 3.62 31.7 17.78 10.5
350-Grey-1.5 % 17.2 30 n/a 3.5 29.1 n/a n/a
350-Grey-3 % 20.2 29.8 2.86 3.62 31.5 12.74 4.9
350-Grey-4.5 % 20.6 34.2 3.36 3.58 30.7 14.05 6.1
350-TiO2-1.5 % 19.7 33.5 2.62 3.57 30.0 17.25 6.2
350-TiO2-3 % 19.6 36 2.7 3.66 32.0 n/a n/a
350-TiO2-4.5 % 20.6 37.7 3.22 3.62 31.8 20.70 7.8
350-CBlack-1.5 % 19 30.2 2.87 3.6 31.0 15.34 4.4
350-CBlack-3 % 18.8 34 n/a 3.72 33.0 n/a n/a
350-CBlack-4.5 % 20.5 35.1 3.28 3.8 35.2 17.89 5
450-Control 23.4 34.2 2.56 3.7 32.7 18.90 5.8
450-Red-3 % 27.3 38.9 3.76 3.8 35.1 23.41 11.5
450-Grey-3 % 25.8 42.3 n/a 3.83 35.7 19.78 6.3
450-TiO2-3 % 28.6 44.5 3.94 3.7 33.6 24.85 9.2
450-CBlack-3 % 27.6 41.6 3.85 3.9 37.4 21.96 7.2

n/a refers to not tested.

Table 3. Effect of pigment types and concentrations on workability and colourimetry properties.
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reached 33.5 and 37.7 MPa at 1.5 % and 4.5 % rates,
respectively. Besides the micro-filler effect, the in-
crease in strength may be ascribed to the formation
of nucleation sites that promote hydration reactions
and precipitate additional gels in the hardened ma-
trix [16, 29]. The hydration products grow around the
TiO2 particles, causing the formation of secondary C-
S-H in the capillary pores that reduces the porosity of
the matrix. As shown in Table 3, the f ′c significantly
increased from 34.2 MPa for the 450-Control mix to
44.5 MPa for the 450-TiO2-3 % concrete, which can
be associated to the micro-filler effect prompted with
additional C-S-H hydrating compounds that could
refine the concrete microstructure [27, 28].

The effect of pigment type and concentration on ft

and E properties is quite similar to the one observed
on f ′c responses. Hence, the strength increased with
IO and CB pigments, while being particularly pro-
nounced with the use of TiO2 (Table 3). Moderate
relationships with correlation coefficients (R2) larger
than 0.58 are obtained between the hardened prop-

erties for all tested concrete mixtures prepared with
350 and 450 kg/m3 cement, as shown in Figure 7.

4.4. Bond stress-slip behavior
Table 3 summarizes the ultimate bond strength (τu)
at failure and corresponding slip (δu) for all tested
concrete mixtures. It is worth noting that the coeffi-
cient of variation (COV) for τu responses determined
for selected mixtures varied from 9.6 % to 14.7 %, rep-
resenting an acceptable repeatability. The steel bars
did not reach their yielding state during pullout test-
ing (i.e., the yielding load is 58.8 kN). A pullout mode
of failure occurred for all tests, whereby the concrete
crushed and sheared along the embedded steel re-
gion with no visible cracks on the external concrete
specimens [30, 31].

Typical bond stress-slip (τ vs. δ) curves determined
for the 350-Control mix and those incorporating dif-
ferent pigment types and concentrations are plotted
in Figure 8. All curves are initially linear, which can
be ascribed to the adhesive component of the bond
and mechanical interlock that takes place between the
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y = 1.129x + 15.12
R² = 0.83

y = 0.104x + 1.17
R² = 0.57

2.0

2.5

3.0

3.5

4.0

4.5

25

29

33

37

41

45

10 13 16 19 22 25 28
ft

, M
Pa

f'c
, M

Pa

Ultimate bond strength, MPa

f'c

ft

Figure 10. Relationships between τu with respect to f ′c and ft for all tested concrete mixtures.

embedded steel ribs and the surrounding concrete [32].
The 350-TiO2-4.5 % mixture exhibited the highest
τ vs. δ responses, given the micro-filler effect and
formation of secondary C-S-H hydrating compounds
that strengthen the interfacial concrete-steel transition
zone [26, 29]. Hence, compared to the 11.36 MPa value
obtained from the control mix, τu reached 20.7 MPa
for the 350-TiO2-4.5 % concrete. The increase in τu

was also noticeable for mixtures prepared with IO pig-
ments, albeit this remained comparatively lower than
what was achieved with TiO2 additions. Hence, τu

reached 14.05 and 17.78 MPa for the 350-Grey-4.5 %
and 350-Red-4.5 %, respectively. When the adhesive
and interlock components fail, the concrete between
the steel ribs breaks, causing excessive local slips at
reduced bond stresses [42, 43]. Only the frictional
bond component remains in the post-peak region of τ
vs. δ curves, whereby the steel bars are dynamically
pulled out from the concrete specimens.

Figure 9 summarizes the effect of the pigment type
and concentration on τu responses determined for
mixtures prepared with a 350 kg/m3 cement content.

Regardless of the pigment type, τu gradually increased
with such additions, which practically reveals their
beneficial role for improving the development and
transfer of bond stresses in reinforced concrete mem-
bers. The highest value of 20.7 MPa was recorded
for the concrete containing the highest TiO2 concen-
tration of 4.5 %. This was followed by mixtures in-
corporating 3 % and 4.5 % red IO as well as those
made using 4.5 % CB; the resulting τu hovered around
18 MPa. Just like the mechanical properties, the in-
crease in τu due to inert IO or CB pigments can
be attributed to the micro-filler effect that densifies
the cementitious microstructure around the steel ribs,
leading to an improved bond behaviour. Moderate
relationships with R2 of 0.57 and 0.83 are established
between τu with respect to f ′c and ft for all tested
concrete mixtures (Figure 10).

As shown in Figure 8, the increase in τu due to
pigment additions is accompanied by an increase in
the maximum slip that occurs at failure. For example,
δu of 4.1 mm was registered for the 350-Control mix,
while it reached 6.1 and 7.8 mm for the 350-Grey-
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Figure 11. Relationships between τu and δu for mixtures prepared with 350 or 450 kg/m3 cement.

4.5 % and 350-TiO2-4.5 %, respectively. In addition
to the improved bond strength, this reflects that pig-
ments confer higher ductility, which can be partic-
ularly relevant in high-strength concrete reinforced
members [33, 43, 44]. Figure 11 plots the relationships
between τ and δ for concrete mixtures prepared with
350 or 450 kg/m3 cement. Clearly, mixtures exhibiting
higher τu are characterized by increased displacements
at failure.

5. Comparison with international
bond models

In order to ensure compliance of bond properties of the
coloured concrete to international design code models,
the τu values determined experimentally are compared
with the design bond strengths (τmax) specified in
CEB-FIP [35], ACI 318-19 [33], and European Code
EC2 [34] models. The CEB-FIP (2010) considers
that the stiffness of ascending τ vs. δ curves follows
an exponential trend raised to a power of 0.4, until
reaching τmax equal to 2 or 2.5

√
f ′

c, depending on
whether the concrete is confined or not. This can be
expressed in Eqs. 1 and 2 as follows.

CEB-FIP for unconfined concrete:

τmax = 2
√

f ′
c (1)

CEB-FIP for confined concrete:

τmax = 2.5
√

f ′
c (2)

In ultimate state conditions, the ACI 318-19 [33]
considers that τmax can be calculated as:

τmax =
10

√
f ′

c

(
Cb+Ktr

db

)

4 × 9 Ψt Ψe Ψs λ
(3)

where Cb is the concrete cover and Ktr the transverse
reinforcement index (note that the (Cb +Ktr)/db ratio
is limited to 2.5). The Ψs, Ψe, Ψt, and λ factors refer
to the bar-size, epoxy coated bars, bar location with

respect to the upper surface, and lightweight concrete,
respectively. In this study, Ψs is taken as 0.8 for bars
No. 13, while Ψt, Ψe, and λ equal to 1.

The τmax expression proposed by EC2 [34] for de-
termining the ultimate bond stress is given as:

τmax = 2.25 η1 η2 fctd (4)

where η1 is a coefficient reflecting the bond quality to
the embedded steel (taken as 1.0) and η2 is related
to the bar diameter (taken as 1, given that db is
less than 32 mm). The fctd = αct fctk,0.05/γc refers
to concrete design tensile strength, where αct and
γc refer to the long-term effects on tensile strength
and partial safety factor, respectively (both taken as
1). The fctk,0.05 refers to the concrete characteristic
axial tensile strength computed as 0.7 × 0.3 × f

(2/3)
ck ,

where fck is the 28-days compressive strength concrete
cylinder.

Table 4 summarizes the τmax values computed
using the different codes as well as the resulting
experimental-to-design bond strength ratios (i.e.,
τu/τmax). As shown in Figure 12, the τmax values fol-
lowed an increasing trend with pigment additions. On
average, the experimental τu values are 3.35- and 4.85-
times higher than the ACI 318-19 and EC2 equations
(Table 4), respectively; this reveals the conservative
nature of such models for predicting the bond strength
between steel bars and coloured concrete structures.
Yet, the τu/τmax becomes pretty close or even lower
than 1.0 when the CEB-FIP equations are used (i.e.,
Eqs. 1 and 2), reflecting the unconservative nature
of such equations for assessing the bond strengths of
coloured concrete.

6. Conclusions
This paper is part of an investigation that aims at
investigating the impact of pigments on the structural
properties of reinforced coloured concrete members.
The findings of this paper reveal that such additions
have a rather beneficial effect on the concrete bond

257



J. J. Assaad, M. Matta, J. Saade Acta Polytechnica

y = 0.375x + 13.18
R² = 0.71

y = 0.13x + 4.57
R² = 0.71

y = 0.117x + 3.03
R² = 0.71

2.5

3.5

4.5

5.5

12

13

14

15

16

0 1 2 3 4 5

𝜏m
ax

, M
Pa

 (A
CI

 a
nd

 E
C2

)

𝜏m
ax

, M
Pa

 (C
EB

-F
IP

)

Pigment concentration, % of cement

CEB-FIP ACI EC2

Cement = 350 kg/m3

Figure 12. Relationships between pigment concentration and τmax computed by different codes for mixtures
prepared with 350 kg/m3 cement.

Mixture
codification

τmax computed by different codes Experimental-to-design bond ratio
MPa (τu/τmax)

2
√

f ′
c 2.5

√
f ′

c ACI 318 EC2 2
√

f ′
c 2.5

√
f ′

c ACI 318 EC2

350-Control 10.3 12.9 4.5 3 1.1 0.88 2.53 3.84
350-Red-1.5 % 10.9 13.6 4.7 3.2 1.1 0.88 2.52 3.76
350-Red-3 % 11.7 14.6 5.1 3.5 1.54 1.23 3.56 5.19
350-Red-4.5 % 11.8 14.8 5.1 3.5 1.5 1.2 3.47 5.03
350-Grey-3 % 10.9 13.6 4.7 3.2 1.17 0.93 2.69 4.01
350-Grey-4.5 % 11.7 14.6 5.1 3.5 1.2 0.96 2.77 4.03
350-TiO2-1.5 % 11.6 14.5 5 3.4 1.49 1.19 3.43 5.02
350-TiO2-4.5 % 12.3 15.4 5.3 3.7 1.69 1.35 3.88 5.57
350-CBlack-1.5 % 11 13.7 4.8 3.2 1.4 1.12 3.22 4.78
350-CBlack-4.5 % 11.8 14.8 5.1 3.5 1.51 1.21 3.48 5.04
450-Control 11.7 14.6 5.1 3.5 1.62 1.29 3.72 5.42
450-Red-3 % 12.5 15.6 5.4 3.8 1.88 1.5 4.32 6.16
450-Grey-3 % 13 16.3 5.6 4 1.52 1.22 3.5 4.93
450-TiO2-3 % 13.3 16.7 5.8 4.2 1.86 1.49 4.29 5.98
450-CBlack-3 % 12.9 16.1 5.6 4 1.7 1.36 3.92 5.53

Average = 1.45 1.16 3.35 4.85
St. Deviation = 0.26 0.2 0.59 0.77

Table 4. Experimental-to-design bond strengths computed by different codes.
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properties to embedded steel bars, which could practi-
cally be assuring to consultants and architects in the
concrete building industry. Based on the foregoing,
the following conclusions can be warranted:
• Mixtures containing TiO2 exhibited the lowest ∆(E)

values, reflecting relatively limited variations with
respect to the control mix. The incorporation of
gradually increased red or grey IO pigments led to
an increased ∆(E), while the CB-modified mixtures
exhibited the highest ∆(E) values.

• The steady ∆(E) increase with pigment additions
was attributed to the relatively reduced cement
volume and beige-like colour of natural sand, thus
affecting the pigment tinting strength and reducing
the tendency towards colour saturation.

• Regardless of the colour, mixtures incorporating
increased pigment additions exhibited higher f ′c
and ft responses. This was directly associated to
the micro-filler effect and enhanced packing density
that lead to denser microstructure. The IO and
CB pigments are inert materials (i.e., do not react
with water) that fill the interspaces and capillary
pores in cementitious systems, leading to improved
strength properties.

• The highest increase in strength was recorded for
mixtures prepared with TiO2 additions. Besides
the micro-filler effect, the increase in strength was
ascribed to the formation of nucleation sites that
promote hydration reactions and reduce the porosity
of the hardened matrix.

• Just like the f ′c and ft responses, τu gradually
increased with such additions, which practically
reveals their beneficial role for improving the devel-
opment and transfer of bond stresses in reinforced
concrete members. The highest increase was noticed
for the concrete mixture containing TiO2 additions,
given the micro-filler effect and formation of addi-
tional hydrating gels that strengthen the interfacial
concrete-steel transition zone.

• The increase in τu due to pigment additions was
accompanied with an increase in the maximum slip
that occurs at failure. This reflects that pigments
confer higher ductility, which can be particularly
relevant in high-strength concrete reinforced mem-
bers.

• On average, the experimental τu values are 3.35-
and 4.85-times higher than the ACI 318-19 and EC2
equations, respectively. Yet, the τu becomes pretty
close to τmax computed by the CEB-FIP equations,
reflecting the unconservative nature of such equa-
tions to predict the bond strengths of coloured con-
crete mixtures.
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Abstract. Dual Randomized Pulse Width Modulation (DRPWM) is renowned for its better
effectiveness than Simple Randomized Pulse Width Modulation (SRPWM) in reducing conducted
Electro-Magnetic Interferences (EMI) in power converters. However, the introduction of low-frequency
ripples into the output voltage by dual randomization has not yet been addressed; this effect is
investigated in this paper for a buck converter operating in both the continuous conduction mode
(CCM) and the discontinuous conduction mode (DCM). First, the modulating principle is presented.
Then, a general analytical expression for power spectral density (PSD) of the input current is derived
and validated for the proposed DRPWM scheme for both the CCM and DCM. A comparison of the
PSDs of the input current for all RPWM schemes in both the CCM and DCM shows the PSD spreading
effectiveness of the dual scheme as compared to simple schemes. Finally, the low-frequency output
ripple is analysed using the PSD of output voltage. The results reveal that the output voltage ripple
is affected by all the randomized schemes in both the CCM and the DCM. Also, the dual scheme
(RCFM-RPPM) introduces the highest low-frequency voltage ripple, especially in the CCM and for low
duty cycles. In DCM, the RPPM scheme gives the lowest voltage ripple, while the RCFM scheme gives
the lowest voltage ripple in the CCM. The results are confirmed by both theory and simulations.

Keywords: Electro-magnetic interference (EMI), dual randomization, output voltage ripple, buck
converter.

1. Introduction
Nowadays, much of the electrical energy is used through power converters, typically controlled by deterministic
pulse width modulation (DPWM). This technique leads to conducted and radiated EMI to other surrounding
electronic devices [1]. It is, therefore, necessary for power converters to perform the required electrical functionality
while complying with international electromagnetic compatibility (EMC) standards by reducing conducted and
radiated emissions [2]. For this purpose, a filtering technique can be used. However, the RPWM technique is
one of the most efficient and cost-effective solutions: it allows spreading the power spectrum of input current
and output voltage over a wide frequency range while significantly reducing its amplitude, which is a significant
EMC benefit, requiring no additional hardware [3]. Several papers regarding this new technique have been
published, principally, two simple RPWM schemes with a single randomized parameter are proposed; the scheme
in which the switching period is randomized (Randomized Carrier Frequency Modulation: RCFM) and the
scheme in which the period is kept constant and the pulse position is randomized (Randomized Pulse Position
Modulation: RPPM), for both the DC-DC [3–10] and the DC-AC [8–11]. For a maximum spreading of the
voltage spectrum, a combination of the two simple schemes (RCFM and RPPM) that we call (RCFM-RPPM)
or the DRPWM scheme has also been proposed [8–11]. It has been reported, in [8], that this combined scheme
gives the most spread spectrum of the input current in DC-DC converters operating in DCM. However, this
effect has not yet been addressed in CCM. Despite the benefits of RPWM in spreading the spectrum and
reducing EMI, this technique can introduce an undesirable continuous noise within the pass-band of the low-pass
filter in DC-DC converters and induce low-frequency output voltage ripples, which require larger and expensive
filters [4–6, 12–15]. Although detailed investigations of the effect of simple schemes (RCFM and RPPM) on
the low-frequency output voltage ripples of DC-DC converters operating in CCM and DCM are given in [3, 7],
the effect of (RCFM-RPPM) on the output voltage ripples at low-frequencies has not yet been investigated.

This paper aims to investigate the effect of the DRPWM scheme on both the input current and the output
voltage ripples of a buck converter operating in CCM and DCM. At first, the modulating principle of DRPWM
is presented. Then, a general analytical model of the PSD valid for input and output currents is derived in
both CCM and DCM. Note that the simple schemes (RCFM and RPPM) are directly deduced as particular
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Figure 1. Buck converter.

Figure 2. Modulating principle.

cases from the general model. The proposed analytical model is validated by a comparison to simulation results
under MatLab-Simulink using the Welch estimation of the PSD, which gives satisfactory results [8, 10, 11].
A comparison between PSDs of the input current for the three schemes in both the CCM and the DCM
is presented. The PSD of the output voltage ripple under each scheme is presented and compared in both
conduction modes. Finally, simulation results confirm the theoretical evaluations.

2. RPWM technique in buck converter
2.1. Modulating principle
The converter under study is schematized in Figure 1; it requires one switching signal q. It can operate in CCM
and DCM [3, 16–19].

For DPWM, the switching signal q is obtained by a comparison of a reference signal to a deterministic
triangular carrier. In the case of RPWM, the reference signal is compared to a random triangular carrier.

The switching signal q is characterised by three parameters as shown in Figure 2: the switching cycle T ,
(the carrier period), the duty cycle d and the delay report δ. In DC-DC, the reference signal is fixed, which
leads to a constant duty cycle d. In RPWM, these three parameters should be randomized in a combined or
a separate way. In practice, d is deduced from a deterministic reference signal giving the control of the output
voltage vout. Thus, only the switching period T and the delay report δ can be randomized.

From Figure 2, the delay report δm of the switching signal q can be expressed as follows:

δm = βm(1 − d) (1)

Note The use of parameter β rather than δ is paramount; it allows the pulse position to be defined directly
from the carrier parameter βm.

The randomization of β in the interval [0, 1] gives a random delay report δ in the interval [0, (1 − d)] and
the resulting position of the switching signal varies randomly from the beginning (δmin = 0) to the end of the
switching period (δmax = 1 − d). Thus, the RPPM scheme requires a triangular carrier with a fixed period T
and a randomized fall time report β.

The random carrier frequency modulation (RCFM) needs a carrier with a randomized period T between two
values Tmin and Tmax and fixed fall time report β. The randomization limits Tmin and Tmax are fixed around
a mean value T . For the buck converter, a sawtooth with a randomized period T is usually used (β = 0).
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PWM Schemes β T

DPWM fixeda fixed
RPPM randomized fixed
RCFM fixeda randomized

RCFM-RPPM randomized randomized
a: β = 0

Table 1. Resulting RPWM schemes.

Figure 3. Switching signal and input current in CCM and DCM.

The proposed DRPWM combines the two previous schemes.
Related to the randomized parameters T and β, the resulting RPWM schemes are summarized in Table 1.

2.2. Continuous and discontinuous conduction mode
In the buck converter, the electronic switch (MOSFET or IGBT) chops both the input current and the output
voltage at high switching frequencies, resulting in high (dv/dt) and (di/dt). This will cause a high EMI and will
affect nearby electronic devices [3]. The switching signal q is approximated with a square wave and the input
current iin can be approximated with a triangular wave in CCM and DCM, as shown in Figure 3, [3, 8].

For a switching cycle Tm, in CCM and DCM, both the input current (iin) and the inductor current (iL) can
be expressed as follows:

im(t)





A × (t − tm − δmTm) + I0m, for: δmTm ≤ t − tm ≤ δmTm + dTm

Im − B × (t − tm − δmTm − dTm), for: δmTm + dTm ≤ t − tm ≤ δmTm + dTm + d1Tm

0, elsewhere.
(2)

And the general expression of Fourier transform Im(f) of the current im(t) is:

Im(f) = 1
(2πf)2

{
[A + B + j2πfdmTm(A − F )] e−j2πfdmTm

− [B − j2πfdmTm(F − BH)] e−j2πf(1+H)dmTm + j2πfI0m

(
e−j2πfdmTm − 1

)
− A

}
e−j2πfδmTme−j2πftm ,

(3)

where:
tm is the starting time of the mth switching cycle,
Tm is the mth switching cycle,
d is the mth duty cycle,
δm is the mthdelay report: δm = βm × (1 − d),
I0m is the initial value of the current pulse at: t = tm + δmTm. Note that the value of I0m is the only difference

between the DCM and the CCM: For DCM, I0m = 0 and for CCM, I0m > 0,
Im is the peak value of the current pulse at t = tm + δmTm + dTm, given by the relation: Im = FdTm,
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Type of current Input current (iin) Inductor current (iL)

A vin−vout

L
vin−vout

L

B 0 vout

L

F 0 vin−vout

L

H vin−vout

vout

vin−vout

vout

vout
1
2

(√(
K

vin

)2
+ 4K − K

vin

)
K = (dvin)2RT

2L

Table 2. Values of A, B, F, H and vout in the buck converter.

A and B are the slopes of the rising edge and the falling edge, respectively (Table 2),
F and H are constants (Table 2).

3. Spectral analysis of input current using power spectral density
The PSD allows for a rigorous spectral analysis of random signals; it can be expressed as follows [3, 10, 20]:

S(f) = lim
τ→∞

1
τ

E
{

|F [uτ (t)]|2
}

, (4)

where:
uτ (t): Considered signal during the time interval τ ,
F [uτ (t)]: Fourier transform of uτ (t),
E{.}: Statistical expectation.

3.1. Analytical expression of the PSD using wiener-khinchin theorem
For a random pulse signal i(t), belonging to the class of Wide Sense Stationary (WSS) signals, expression (4)
leads to the general expression (5), [3–5, 8–11]:

S(f) = lim
N→∞

1
T

E

[
N∑

k=−N

Im(f)I∗
m+k(f)

]
, (5)

where:
T : Statistical mean of the switching period.
Im(f) and I∗

m+k(f) are the Fourier transforms of the signal im(t) during the switching period Tm and its
conjugate during the switching period Tm+k, respectively.
After some mathematical transformations, the following expression can be set as [3–5, 8–11]:

S(f) = 1
T

{
ET

[
|I(f)|2

]
+ 2Real

(
ET,β

[
I(f)ej2πfT

]
ET,β [I∗(f)]

1 − ET [ej2πfT ]

)}
, (6)

where:
ET [ ]: Expectation related to the random variable T .
ET,β [ ]:Expectation value related to the variables T and β.
Real(.): Real-part of the expression in brackets.

During the switching period Tm, Fourier transform Im(f) of the current im(t), given by expression (2), is:

I(f) = 1
(2πf)2

{
[A + B + j2πfdT (A − F )] e−j2πfdT

− [B − j2πfdT (F − BH)] e−j2πf(1+H)dT + j2πfI0
(
e−j2πfdT − 1

)
− A

}
e−j2πfβ×(1−d)T ,

(7)
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its conjugate form is:

I∗(f) = 1
(2πf)2

{
[A + B − j2πfdT (A − F )] ej2πfdT

− [B + j2πfdT (F − BH)] ej2πf(1+H)dT − j2πfI0
(
ej2πfdT − 1

)
− A

}
ej2πfβ×(1−d)T .

(8)

Notes:
• Expressions (6), (7) and (8) apply for both the input current iin and the output current iL (inductor current)

by using appropriate values of constants A, B, F and H, (Table 2).
• From expressions (6), (7) and (8), the simple schemes RCFM and RPPM are deduced as particular cases:

for RCFM, the parameter β is constant (β = 0) and for RPPM, the period T is constant.

3.2. Welch approximation of the PSD
To validate the analytical expressions of the PSD, the analysis of the input current is also carried out using
a numerical estimation of the PSD for a representative sample of the considered signal after the simulation of the
buck converter [20]. This method is very satisfactory; it gives very good results as compared to the measurement
and to analytical ones [8, 10, 11]. Welch’s estimation method is implemented in the Signal Processing Toolbox
of MATLAB by the Pwelch function:

PSD = pwelch(X, Window, Noverlap, NFFT, Fs),

where,
X: Discrete-time signal vector (sampled data),
Window: The window function applied to segments,
Noverlap: The number of overlapped samples,
NFFT : The number of discrete FFT samples used to calculate the estimated PSD,
Fs: The sampling frequency.

3.3. Randomness levels
T and β are the random parameters using the probability density function p(T ) and p(β), respectively, the
expected operator E[I(f)] should be expressed as follows:

E[I(T, β, f)] =
∫∫

T β

p(T, β)I(T, β, f)dTdβ, (9)

where p(T, β) is the probability density function (pdf) used for the randomization of T and β.
In practice, any probability density function may be applied. In our applications, the uniform law is used,

as it is the simplest to implement. The lower and upper limits of random parameters T and β are defined as
follows:
• RCFM scheme: Related to the limits Tmin and Tmax and the statistical mean T , a randomness level RT is

defined as follows: RT = Tmax−Tmin

T
. Thus, T varies between Tmin = T

(
1 − RT

2
)

and Tmax = T
(
1 + RT

2
)
.

Theoretically, the maximum randomness level is obtained using Tmin = 0 and Tmax = 2T , which gives:
RT = 2. In practice, RT is fixed by practical considerations; generally it does not exceed 0.5.

• RPPM scheme: In general, for the buck converter, β = 0 for both the classical deterministic modulation and
RCFM. For RPPM, β is randomized between βmin = 0 and βmax ≤ 1. Thus, the randomness level Rβ is
then taken equal to βmax, (Rβ = βmax − βmin) and β is randomized in the interval [0, Rβ ] and Rβ ≤ 1.

Note: In general, for the buck converter: βmin = 0 and βmax = 1, [10].

3.4. PSD analysis of input current
The analysis of the input current (iin) is performed using the PSD of random signals. To reinforce the validity
of our results, the PSD is calculated analytically using the expression (6), then compared to that estimated
using the Welch algorithm. Both CCM and DCM are considered with the following conditions:
• Input voltage: vin = 15 volts.
• Load: (R = 47 Ω, L = 1 mH, C = 220 µF) for CCM.
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(a) . RPPM scheme.

(b) . RCFM scheme.

(c) . RCFM-RPPM scheme.

Figure 4. PSD of input current in DCM for (A) RPPM scheme, (B) RCFM scheme, (C) RCFM-RPPM scheme.

• Duty cycle: d = 0.5.
• Load: (R = 47 Ω, L = 0.165 mH, C = 220 µF) for DCM.
• Parameters of the carrier:

(1.) RCFM scheme: the parameter β is fixed, (β = 0) and the period T is randomized in the interval[
T
(
1 − RT

2
)

, T
(
1 + RT

2
)]

, T = ( 1
fs

), fs = 20 kHz and RT = 0.2.
(2.) RPPM scheme: T is fixed and β is randomized in the interval [0, Rβ ], with βmin = 0 and βmax = 0.4,
which gives δmin = 0 and δmax = 0.2.
(3.) RCFM-RPPM scheme combines the two previous schemes (RCFM and RPPM) with the same
parameters.

3.4.1. Case of discontinuous conduction mode
Figure (4a)–(4c) reveals perfect agreements between the computed PSDs using the proposed model (expression 6)
and the estimated PSDs (Welch method) for RPPM, RCFM and RCFM-RPPM, respectively thereby validating
our proposed model.

From Figure 4a, the RPPM scheme is not able to completely spread the PSD, which contains a continuous
part (noise) and a discrete one (power harmonics), RCFM gives a completely spread PSD that considerably
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(a) . RPPM scheme.

(b) . RCFM scheme.

(c) . RCFM-RPPM scheme.

Figure 5. PSD of input current in CCM for (a) RPPM scheme, (b) RCFM scheme, (c) RCFM-RPPM scheme.

reduces the amplitude of the peaks as can be seen in Figure 4b, thus, the RCFM provides more EMC advantages
than RPPM. Figure 4c clearly shows that the proposed DRPWM is the most effective in spreading the PSD
and reducing its peaks; the PSD is more spread with only a meaningful peak at the switching frequency fs; this
advantage is expected because this scheme combines the properties of the two simple ones (RCFM and RPPM).

3.4.2. Case of continuous conduction mode
Figure 5a–5c compares computed and estimated PSDs for the three schemes (RPPM, RCFM and RCFM-RPPM),
in CCM. A perfect agreement between the analytical model and the estimation is obtained for all schemes. In
addition, the DRPWM scheme allows the most spread PSD, which is the purpose of the RPWM technique.

A comparison between Figure 4 (DCM) and Figure 5 (CCM) reveals similar shapes of the PSDs for each
scheme with a lower amplitude for the CCM; this is predictable and will be discussed in the next section.

3.5. Comparison between PSDs for CCM and DCM
Figure 6 shows the PSD of the input current for the three schemes (RPPM, RCFM and RCFM-RPPM) and
for both CCM and DCM. The PSD retains the same shape for the two modes (CCM and DCM). However,
the CCM allows a significant reduction in amplitude as compared to the DCM. This is predictable because
the CCM is obtained by increasing the inductance L, synonymous with reducing the current ripple (∆I). Note
that as the inductance L raises as smoothly as the input current waveform, as shown in Figure 3.
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(a) . RPPM (Rβ = 0.6) ( the peaks are intentionally
shifted to see their amplitudes). (b) . RCFM (RT = 0.2).

(c) . RCFM-RPPM (RT = 0.2, Rβ = 0.6).

Figure 6. PSD of input current in DCM and CCM.

(a) . DCM. (b) . CCM.

Figure 7. PSD of input current for different duty cycles: (A) DCM (L = 0.165 mH), (B) CCM (L = 1 mH).

3.6. Effect of duty cycle on the PSD for CCM and DCM
Figure 7 shows the PSDs of the input current of the buck converter in DCM and CCM, respectively, with three
values of the duty cycle d: (d = 0.2, d = 0.5 and d = 0.8). The PSDs are given for the RCFM-RPPM scheme,
since it gives the best spread spectrum as compared to other schemes (RPPM and RCFM).

It is obvious that the low duty cycles (d ≤ 0.5) allow a good spread of the PSD as compared to high duty
cycles (d ≥ 0.5) in both the DCM and the CCM. This is predictable because for low duty cycles, the switching
signal duration is shorter than that for high duty cycles (Figure 3) thus the randomisation of the pulse position
(RPPM) has a greater effect since it is achieved in the whole switching period.

4. Analysis of output voltage ripple
The ripple value of the inductor and capacitor is another converter design parameter and one of the main design
factors, which must be considered during the converter design. In our case, we focused on the analysis of the
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Figure 8. Equivalent circuit of the buck converter.

(a) . DCM. (b) . CCM.

Figure 9. Low-frequency characterizations of vout.

low-frequency ripples introduced into the output voltage by the RPWM in CCM and DCM. Then, the values of
the inductor are chosen based on the conduction mode: L = 1 mH for the CCM and L = 0.165 mH for the DCM.
The capacitor is fixed for the two modes (C = 220 µF).

Note that our aim is to study the effect of the RPWM on the output voltage regardless of the filter parameters,
for this reason, the inductor and capacitor values are maintained fixed for each conduction mode.

4.1. PSD of the low-frequency output ripple
As shown in Figure 8, the buck converter can be considered as a low-pass filter fed by a current source (inductor
current iL), [3, 4].

The PSD Sn0(f) of the voltage noise at the converter output is [3]:

Sn0(f) = SiL
(f)|H(f)|2, f ̸= 0, (10)

where:
SiL

(f): PSD of the inductor current given by expressions (6), (7) and (8) with the corresponding values of
constants A, B, F and H, (Table 2),

H(f): Transfer function of the (R-C) filter given by:

H(f) = Vout(f)
IL(f) = R

1 + j2πfCR
. (11)

The low-frequency characterisations of the output voltage vout within the pass-band of the filter in DCM
and CCM are shown in Figure 9, where the DPWM scheme is taken as a benchmark. In DCM, the RPPM
introduces the lowest PSD of the output voltage, while the RCFM-RPPM introduces the highest one as shown
in Figure 9a. In CCM, the RCFM introduces the lowest PSD as shown in Figure 9b, while the RCFM-RPPM
always introduces the highest one.

From the previous observations, we can say that although the RCFM-RPPM gives the most spread spectrum
of the input current, it introduces the largest low-frequency PSD of the output voltage in both the DCM and
the CCM.
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(a) . RPPM. (b) . RCFM.

(c) . RCFM-RPPM.

Figure 10. Simulated output voltage ripple in DCM.

Duty Conduction RPPM ∆V RCFM ∆V RCFM- ∆V
cycle mode RPPM

0.2 CCM 12.08 0.16 12.04 0.08 12.07 0.13
DCM 12.7 0.05 12.71 0.07 12.71 0.08

0.5 CCM 10.8 0.31 10.6 0.18 10.84 0.29
DCM 10.72 0.03 10.76 0.08 10.75 0.09

0.8 CCM 6.12 0.035 6.012 0.016 6.125 0.035
DCM 6.16 0.03 6.186 0.05 6.184 0.06

Table 3. Maximum peak voltage and peak-to-peak voltage ∆V.

Due to the buck converter output low pass LC filter characteristics, the low frequency ripples are considered
as a significant problem, because they can easily corrupt the operation of electronic circuits [18]. The switching
ripples are attenuated by the LC filter.

4.2. Analysis of the output ripple in DCM and CCM
Figures 10 and 11 show the simulated output voltage waveforms for the three schemes (RPPM, RCFM and
RCFM-RPPM) in DCM and CCM, respectively.

From Figure 10 and Figure 11, in Table 3, we show the maximum peak voltage and peak-to-peak voltage for
all RPWM schemes, in both the DCM and the CCM. The results are given for different values of the duty cycle
d.

The results of Figure 10, Figure 11 and Table 3 show a perfect agreement with those of Figure 9. Indeed, in
DCM, the RPPM scheme gives the lowest voltage ripple with a magnitude of 10.72 V as shown in Figure 10 and
Table 3, while the RCFM-RPPM scheme gives the highest voltage ripple with a magnitude of 10.75 V, (Table 3).
In CCM, it is the RCFM scheme that gives the lowest ripple voltage with a magnitude of 10.76 V as shown in
Figure 10, while the RCFM-RPPM scheme still gives the highest ripple with a magnitude of 10.84 V, (Table 3),
thus confirming the theoretical prediction of Figure 9. For low duty cycles (d ≤ 0.5), the different schemes give
the highest ripple as compared to high duty cycles (d ≥ 0.5) for both conduction modes (Table 3).
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(a) . RPPM. (b) . RCFM.

(c) . RCFM-RPPM.

Figure 11. Simulated output voltage ripple in CCM.

5. Conclusion
This paper gives an analysis of the effect of DRPWM on the input current and the output voltage ripple of
a buck converter operating in CCM and DCM. For a rigorous analysis of the current and the voltage, we have
proposed and validated a general mathematical model of the PSD in CCM and DCM. Overall, the CCM mode
allows a significant reduction in the PSD amplitude of the input current as compared to the DCM mode. The
RCFM-RPPM scheme realizes the most effective spreading of the PSD as compared to the simple schemes
(RCFM and RPPM), particularly in CCM. However, this scheme introduces the highest low-frequency voltage
ripple, especially in CCM and for low duty cycles, which must be taken into consideration. The RPPM and
RCFM schemes give the lowest voltage ripple in DCM and CCM, respectively, which further decreases as the
duty cycle “d” increases. Finally, simulation results confirm and validate the theoretical predictions.
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Abstract. The use of additional bars, internally placed through drill holes, in external beam-column
connections subjected to cyclic loading, as shear reinforcement is experimentally investigated.

The presented experimental work includes tests of full-scale specimens with different reinforcement
arrangements in the joint area, they are as follows: (a) the JB0V control specimen with two (extra)
vertical side bars without shear reinforcement in the joint area and, (b) the JB0R joint, same as in the
case of the control specimen, without the extra vertical bars, but with four additional steel bars that
were placed in holes, which were drilled through the concrete of the joint body for this purpose, (c)
the JB0VFX joint, the damaged control specimen repaired and strengthened with C-FRP diagonal
ties (rope connections) through the joint area. The effectiveness of these additional bars and ropes as
a shear reinforcement on the overall seismic performance of the tested joint is examined.

A comparison between the test results of the examined specimens indicated that the applied
retrofitting technique is appropriate for the enhancement of the overall hysteretic performance of the
beam-column joints in terms of load carrying capacity, stiffness and hysteretic energy dissipation.

Keywords: R/C joints, repair and strengthening, CFRP ropes, cycling loading.

1. Introduction
Modern Codes’ requirements for earthquake resistant
structures are tighter than those a few decades ago.
Several methods have been developed for upgrad-
ing the bearing capacity of existing concrete-framed
buildings, the majority of which has been constructed
according to elementary earthquake resistant provi-
sions. Strengthening of existing structural members
is usually necessary in most cases in order to reach
modern demands in earthquake engineering, as re-
ported by researchers, e.g., Cosenza et al. [1], and
National structural codes and recommendations, e.g.,
EPANTYK [2].

Though several efficient methods are applied for the
strengthening of existing linear members, there are
many limitations for the upgrade of the capacity of
existing nodes, mainly due to practical reasons. Nev-
ertheless, increasing the capacity of linear members,
without analogous provisions for the capacity of the
nodes, attenuates the ability to improve the whole
structure’s capacity. As no specific rules had been
established for shear reinforcement in the joint areas
until about four decades ago, it was not rare that

nodes were constructed with sparse, or even lack of
stirrups.

The first structural attempts for strengthening
of such existing nodes (with “poor” detailing), in-
cluded jacketing, either with the use of steel plates,
or shotcrete [3–7]. If a node had been lightly dam-
aged, epoxy resin injections were used before jacket-
ing [8]. Alternatively, adding steel collars have been
proposed [9].

Introduction of the FRPs at the beginning of the
new century led to the development of related tech-
niques that have, gradually, substituted the older
techniques that were labour intensive and increased
the structural elements’ dimensions [10]. Applications
of externally applied FRPs have been studied for over
20 years by many researchers, due to their advan-
tages [11]. An analytical review of state-of-the-art
interventions to RC beam column joints with FRP
has been also reported [12]. As the majority of the
nodes are surrounded by 3 or 4 beams, abovemen-
tioned interventions require complex and expensive
techniques for their application.

274



vol. 62 no. 2/2022 Cyclic response of RC beam-column joints strengthened . . .

A novel technique has been proposed recently, so
that both the complexity and the cost of nodes’
restoration or/and strengthening can be reduced. In
recent experimental techniques [13–17], external FRP
flexural ropes have been used as an additional diagonal
reinforcement to existing beam column joints. This
type of reinforcement is encapsulated in U-shaped
notches.

Focused on the use of flexural FRP ropes, the
present paper deals with the performance of type
“T” nodes, strengthened with CFRP bars, placed in
their position through drilling, and subjected to cyclic
loading. A direct comparison of results between an
unstrengthened (initial) specimen, specimen strength-
ened in a conventional manner, and specimen strength-
ened through drilling, shows positive results for the ex-
amined node strengthening method (through drilling).

2. Design of specimens
The use of additional bars, internally placed through
drill holes in external beam-column connections sub-
jected to cyclic loading, as shear reinforcement is
experimentally investigated. The presented exper-
imental work includes tests of full-scale specimens
with different reinforcement arrangements in the joint
area.

The effectiveness of additional bars and ropes as
shear reinforcement on the overall seismic performance
of tested joints has been examined. To simulate an
earthquake and the resulting loads, the unreinforced
specimen JB0V was first subjected to cyclic loading
on the test rig. Subsequently, the test specimen JB0R,
reinforced with 2Ø10, L = 25 cm at the top and bot-
tom, was subjected to identical cyclic loads on the test
rig. The reinforcing bars were placed as shown in Fig-
ure 1. Afterwards, the specimen JB0V, pre-damaged
by the first test, had been reinforced with C-FRP ropes
connections in the nodal region and again subjected
to the identical cyclic loads on the test rig, labelled
as JB0VFX. The results were digitally acquired and
recorded using the measurement technique described,
in more detail, in section 4.1. The geometry of the test
specimens was chosen based on frequently occurring
buildings in frame-and-transom constructions (floor
height ≈ 2.95 m, beam length = 0.5 × room width
≈ 2.0 m). Then, a simulated cyclic earthquake load
was applied to the test specimens on the test rig in
a deformation-controlled manner. In the first four
steps, the deformation rate was 0.5 mm/s and then
increased to 1 mm/s. The longitudinal reinforcement
of the column consisted of 1Ø14 in each corner and
1Ø12 in the centre of each side. As a shear reinforce-
ment of the column, Ø8/10 cm stirrups were arranged.
The downstand beam was reinforced with 4Ø14 in the
top and bottom layers and Ø8/10 cm stirrups. The
column had a cross-section of b/d = 250 mm/350 mm
and a total length of L = 2.95 m, the downstand beam
had a cross-section of b/h = 250 mm/350 mm. The

(a).

(b).

Figure 1. Reinforcement of additional bars for model
JB0R.

275



E. Golias, E. A. Vougioukas, K. Wittemann et al. Acta Polytechnica

Figure 2. Geometry and reinforcement of initial
model JB0V.

Figure 3. Geometry and reinforcement of initial
model JB0R.

geometry, bending shape and location of the reinforce-
ment are presented in Figure 2 and 3. The 28-day
concrete compressive strength of the specimens was
determined on cylindrical specimens of dimensions
D ×h = 150 mm × 300 mm at fcm = 34 MPa. A total
of 9 cylindrical specimens were tested to determine the
concrete compressive strength from a total of 16 test
specimens. The value fcm = 34 MPa is the calculated
average value of the compressive strength test. The
steel grade of the reinforcing bars was B500S (B) bar
steel with a yield strength of fyk = 500 MPa.

3. Strengthening techniques for
frame nodes

Strengthening of the node of specimen JB0R has
been performed prior to the tests. Holes Ø14 mm,
L=250 mm were drilled at 0° into the test specimen
JB0R to be reinforced (Figure 1a and 1b). The drill

(a) . Strengthened specimen JB0VFX C-FRP rope.

(b) . Reinforcement of additional bars for model JB0R.

Figure 4.

holes were cleaned with compressed air to remove
drill dust and debris.

Sika Anchorfix-3+ was then injected into the bore-
holes and the Ø10 round steel reinforcement pre-
impregnated with Sikadur-52 was inserted into the
boreholes.

After cyclic loading of the test specimen JB0V, the
damage was caused in the nodal area (Figure 4a).
Loose concrete parts were first removed. Then, the
damaged area was shuttered and grouted with Sika
Monotop-34. During this process, C-FRP rope bun-
dles, diagonally impregnated with Sikadur-52, were
tightly installed and fixed to improve the shear force
bearing capacity. The C-FRP ropes are high-strength
plastics that act as ropes and can transfer high ten-
sile forces. Details on these materials can be found
in Table 1. The damaged specimen JB0V has been
repaired and strengthened with C-FRP ropes crossing
the node diagonally (Figure 4a and 4b). The first
rope has been placed starting from the bottom back
of the node and wound towards the upper face of the
existing beam; the second rope started from the top
back of the node and wound towards the upper face
of the existing beam (Figure 4). The fixed specimen
was labelled as JB0VFX. It was then subjected to
the identical cyclic loads on the test rig again. The
performance of the two test specimens is evaluated
and compared.
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Figure 5. Loading sequence.

Material E f εmax

[Gpa] [MPa] [%]

C-FRP 240 4000 1,6
Anchorfix-3+ n/a 114 >1,6
Sikadur-52 1,8 37 >1,6

Table 1. Properties of materials used for repair and
strengthening.

The final anchoring of the rope ends is done in a star
shape in milled slots. The Sika Anchorfix-3+ is then
placed in the slots and the C-FRP ropes impregnated
with Sikadur-52 has been casted. The properties of
the materials used are given in Table 1.

4. Experimental program
4.1. Test setup and instrumentation
Properties of materials used are given in Table 1.
The test rig and the measuring equipment used are
shown in Figure 5. The test specimen was installed
rotated by 90° so that the downstand beam pointed
vertically upwards. The support was horizontal. By
means of special support devices, free rotation of the
frame node was made possible. This allows the po-
sition of the turning points to be moved to the cen-
tre of the supports, thus simulating an analogous
frame construction. The support of the test speci-
men was constantly loaded with an axial normal force
νc = Nc/Acfcm ≈ 0.05 during the entire test run. An
axial normal force νc = Nc/Acfcm < 0.05 would result
in unrealistic nodal loading. In reality, such frame
constructions are loaded with a related axial normal
force νc = Nc/Acfcm ≥ 0.05, so that a conservative
lower value of νc = 5–10 % is usually used as a ba-
sis for experiments. For loading the test specimens,
a hydraulic piston was used, which was placed at
a distance of 1.475 m from the side of the beam at the
free end of the beam. The piston was equipped with
a load cell screwed into its front part, while internally
it was equipped with a linear differential displacement
counter (LVDT). The piston was connected to a dig-

ital control unit to selectively apply a displacement
or force to the piston under a precise software control.
Thus, the force amplification command leads to the
piston movement with parallel dense control (in short
intervals) of the display of the force meter integrated
in the piston. With the approach of the command,
the program sends a signal for a small increase or
decrease of the force until a predetermined accuracy is
achieved in this step. Similarly, switching operations
were also performed, which were recorded, checked
and corrected with a displacement meter integrated
in the piston. This digital control system was also
used to record and store readings from external instru-
ments, which could additionally act as experimental
control instruments. The software used to perform the
experiment was the M.T.S. Teststar software package.
In addition to the piston used to apply the horizon-
tal displacement, a second hydraulic piston was used,
which was attached to the left end of the support.
This was used to apply the support compression force,
which remained constant throughout the experimental
process (Nc = 0.05 × Ac × fcm = 122.5 kN).

Through the piston, the applied load was measured
using a 0.025 kN precision load cell, while by using
a linear 100 mm LVDT-A tensiometer, any sponta-
neous displacement of the test specimens was checked
and taken into account in each load step. Additional
cord displacement transducers SAA and SAE were
attached to measure the displacements in this area
and estimate the shear deformation. Figure 5 shows
the described test setup.

4.2. Loading
During the test, the specimen was subjected to a full
cyclic deformation. The piston for deforming the test
specimen engaged at the free vertical end of the beam
(Figure 6). The lever arm for generating the moment
at the node was 1.475 m. The specimen was loaded in
seven load steps with increasing applied deformation of
±8.5 mm, ±12.75 mm, ±17 mm, ±25.5 mm, ±34 mm,
±51 mm and ±68 mm (corresponding to storey drift
(SD) from 0,50–4,00 %). Within each loading level, the
deformation was applied with 3 repetitions, each in

277



E. Golias, E. A. Vougioukas, K. Wittemann et al. Acta Polytechnica

(a). (b).

Figure 6. Test setup and instrumentation.

positive and negative direction. The loading sequence
can be seen in Figure 5. In large-scale tests on rein-
forced concrete components, it is of great importance
to select the load intensity and load control in such
a way that both the ultimate limit state/capacity of
the test specimen and the expected actions due to
earthquakes are adequately covered. In the case of
simulated earthquake loads with deformations in the
plastic range, the load-bearing capacity, component
resistance, and action cannot be considered separately
from each other, since they are strongly dependent on
each other. The basic parameters for determining the
capacity curve of a component are strength, stiffness,
inelastic deformation capacity (ductility) and, in ad-
dition, cumulative damage capacity parameters such
as energy dissipation.

All of these parameters are expected to deterio-
rate as the number of damage cycles and the ampli-
tude/intensity of the cycles in the test increase. Any
loading of the component beyond the elastic regime
will cause a permanent damage to the component
and, usually, a permanent plastic deformation. In
the load sequence on which this study is based, the
emphasis was deliberately placed on load levels with
several load changes within each intensity level, since
repeated load cycles cause a damage pattern such as is
frequently found in moderate earthquake loading. In
order to be able to draw meaningful conclusions from
the damage patterns occurring in each case, 3 repeti-
tions were selected for each load level, each with the
same deflections within the same level. After 3 repe-
titions, the load was then increased by applying the
next larger deformation, again in 3 cycles of equal
deflection.

In severe earthquakes, the intensity and type of
loads applied to individual building components do not
follow a consistent pattern. With increasing deforma-
tions, the number of loading cycles outside the elastic

range increases. At the same time, the vibration time
of a building component increases. For structural
components with a large initial stiffness, deformation
states with stresses in the inelastic range occur very
early. It is easy to see that the behaviour of a struc-
ture depends on a large number of variables. A single
load sequence is, therefore, always a compromise or
an approximation. The intensity of the load must be
chosen so that it is conservative for most practical
applications. In our experiment, this was achieved by
a loading sequence of seven steps consisting of three
cycles each (Figure 5).

A damage index was also included in the evaluation
of the tests. The damage index introduced by Park
and Ang (1985) was chosen in order to be able to
compare the existing capacity (capacity for energy
dissipation) of the existing nodal connection with
reinforcement and the capacity of the same nodal
connection without reinforcement.

4.3. Experimental results
In order to determine the effectiveness of the applied
reinforcement method, the load-bearing capacity of
the unreinforced specimen JB0V is compared with
the load-bearing capacity of the reinforced specimens
JB0R and JB0VFX. The hysteresis loops of the re-
spective specimens are shown in Figure 7 by means
of a force-displacement curves.

In the diagram, the dashed red lines represent the
test results of the unreinforced specimen (JB0V), while
the solid blue and green lines represent the results
of the subsequently reinforced specimens JB0R and
JB0VFX.

The comparison of the test results shows that the
applied reinforcement method using 2Ø10 round steel
reinforcement at the top and bottom increases the
load capacity by only about 6 %. The reinforcement by
C-FRP ropes shows a significant improvement. The
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Figure 7. Force-displacement curves for all specimens.

damage patterns on the unreinforced specimen and the
reinforced specimens after completion of the tests are
compared in Figure 8. As can be seen, the damage
pattern of both test specimens JB0V and JB0R is
almost identical.

When reinforced with C-FRP ropes, the behaviour
of the specimen JB0VFX is much more benign, the
spalling of the concrete is greatly reduced, which is
due to the fact that the rope reinforcement shows its
effectiveness. This is also mainly due to the better
anchorage of the C-FRP ropes adjacent to the highly
stressed intersection. Thus, the overall damage pat-
tern is significantly improved. The envelopes of the
hysteresis loops for a full test run with 3 cyclic rep-
etitions per loading level are shown in Figure 9a, 9b
and 9c for all specimens, for all 3 cycles (seven steps
per cycle).

In the diagrams, the test load (P) required for the
selected deformation is plotted against the relative
displacement (SD – story drift). For the sake of better
representability, only values up to a load level 7 with
SD = 4 % and a displacement of ± 68 mm are plotted.
In addition, Figure 10 shows the change in stiffness
regarding to load levels. The dashed red line corre-
sponds to the unreinforced specimen JB0V, the solid
blue line to the reinforced specimen JB0R and the
solid green line to the reinforced specimen JB0VF.

5. Evaluation of results
5.1. Damage index
In the literature, several dimensionless evaluation
methods are reported for assessing the damage of
reinforced concrete elements after these elements have
been subjected to loading outside the elastic regime.
Most of these damage indices consider the damage of
individual elements and are based on the plot of defor-
mations and hysteresis curves with dissipated energy
information. The damage index model of Park and

(a) . Final damage mode, specimen JB0V.

(b) . Final damage mode, specimen JB0R.

(c) . Final damage mode, specimen JB0VFX.

Figure 8.

Ang [18] has been widely applied in recent years, due
to its simplicity and the fact that it has been calibrated
with experimental data from different structures dam-
aged during actual earthquakes.

The damage index is defined as a linear combination
of the final displacement and the dissipated energy as:

D = δM

δu
+ β

Myδu

∫
dE (1)

where δM , represents the maximum deflection reached
during seismic loading, δu is the maximum deforma-
tion capacity under static load, β is a model parameter,
depending on the transverse and normal forces, the
longitudinal reinforcement ratio and the reinforcement
layout. My is the calculated yield strength and dE is
the incremental dissipated hysteretic energy. In the
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(a) . Envelope curves of maximum loads at 1st
loading cycles.

(b) . Envelopes of maximum loads at 2nd loading
cycles.

(c) . Envelopes of maximum loads at 3rd loading
cycles.

Figure 9.

(a) . Damage index values for the 1st cycles of the
loading steps.

(b) . Damage index values for the 3rd cycles of the
loading steps.

Figure 10.

present study, the described damage index model of
Park and Ang (1985) is used to draw objective con-
clusions for the effectiveness of the described repair
procedure for the column-transom node and to deter-
mine the degree of damage of the test specimens for
each load step.

The values of δM , My, and dE of this model were ob-
tained from the test results, while the value of δu was
estimated using an empirical formula for calculating
ultimate drift according to Eurocode 8 (EN 1998-1).
Extensive tests have shown that for the quantitative
estimation of the coefficient β, a value between 0.3
and 1.2 and a mean value of about 0.15 can be applied,
as indicated by Cosenza et al. (1993). It should be
noted that the value β = 0.15 correlates very well
with the results of other damage models and that this
value has, therefore, been adopted very frequently by
other researchers. The stiffness degradation of the
specimens is presented in Figure 11. The values of
the damage indices thus calculated on the basis of the
model described above are given for the three speci-
mens tested in Figure 10a and 10b, for all specimens,
after 1 and 3 loading cycles, respectively.

5.2. Equivalent viscous damping
In addition to the damage index, equivalent viscous
damping is another good indicator of energy dissipa-
tion capacity per load cycle. The energy dissipation
value determines the cyclic capacity of the specimen
stressed to failure and defines the total energy that can
be dissipated before the loss of system stability. The
plastic deformations that occur after the specimen
leaves the elastic region result in energy dissipation,
which can be interpreted as additional damping. Fig-
ure 12 shows a general force-displacement diagram
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Figure 11. Stiffness degradation to load level.

under cyclic loading. Depending on the node for-
mation in the area of the column/beam, the curve
can vary accordingly. The hatched (crossed-out) area
exemplarily represents the inelastic energy (Whyst)
dissipated in the 1st loading interval of the 5th load
level of specimen JB0R due to plastic deformations
in the node. Obviously, the greater the ductility and
thus the plastic deformation capacity of the materials,
the greater is the integral of the hatched area, i.e., the
energy enclosed by a hysteresis loop, and consequently
the greater is the dissipated energy and thus the equiv-
alent damping. The maximum elastic strain energy
(Wel), which corresponds to the depicted degree of
deformation, is equal to the area of the triangle OAB.

The additional dissipation-induced damping can
be expressed in terms of viscous damping, for which
the following equivalent hysteresis damping ratio is
commonly used:

ζeq = 1
4π

· Whyst

Wel
(2)

Based on the equivalent viscous damping ζeq, useful
conclusions can be drawn about the efficiency of the in-
vestigated reinforcement measure with respect to the
energy dissipation capability of the nodal formation.

The dissipated energy of the three tests is captured
in terms of equivalent viscous damping (Figure 13).
Viscous damping of unreinforced and reinforced spec-
imens is compared. The representation includes the
first load cycle of all load steps of an overall test (again
up to SD = 4 %).

6. Conclusions
Comparing the abovementioned results, it can be
stated that the energy dissipation capacity of the rein-
forced specimen (JB0R) is initially almost the same as
that of the unreinforced specimen (JB0V) in the lower
load levels. This can be easily explained by the fact
that the bonded reinforcing bars have probably not
yet been stressed into the plastic range, so the node

Hysteresis inelastic energy: Whyst = 1077, 24 kNmm
Maximum elastic energy: Wel = 1173, 0 kNmm

Hysteresis damp. ratio: ζeq = 1
4 π · Whyst

Wel
= 0.073

Figure 12. Hysteresis loop of the 1st loading cycle
of the 5th loading step of the specimen JB0R.

Figure 13. Equivalent viscous damping, per loading
level, for all 3 tested specimens.

with the reinforcement behaves similarly to the un-
reinforced one. Initially, the still low stress on the
reinforcing bars does not cause a noticeable increase
in dissipation (SD up to 1.50 %, Figure 13). With
a further load increase, the damage increases, diagonal
cracks form and the bonded reinforcing bars jump.
This can be observed for load steps 5–8 (SD from
2–4 %), where the reinforced specimen shows a clear,
though not too large, increase in energy dissipation
capacity as compared to the unreinforced specimen.

Authors would have expected a more significant
increase, but the fact that this did not occur is at-
tributed to the cause that the glued-in bars are proba-
bly too short to be sufficiently anchored. If one looks
at the crack formation and assumes a basic anchorage
length of a Ø10 mm rebar of approx. 32 cm, only a few
centimetres were anchored behind the crack flank. It
is well known that cyclic loads lead to a very high
stress on the anchorage areas anyway, since micro-
crack formation and the surrounding local tension
fields in the anchorage area give rise to the possibility
of premature slippage of the reinforcing bar.
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For a future investigation, it is recommended to pro-
vide the reinforcement bars with at least an anchorage
length lb in the frame ledger. Also, to provide an ad-
ditional end anchorage at the column, for example, by
means of external, welded square anchor plates. The
latter would also hinder spalling of the bottom con-
crete cover, which can be observed at the lower part
of Figure 8c. Since gluing in straight reinforcing bars
does not cause any major problems and can also be re-
alized comparatively inexpensively, it is recommended
that the node be penetrated with considerably more
reinforcement, which must be anchored very carefully
in accordance with the aforementioned recommenda-
tion.
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Abstract. The effect of temperature and applied dose on the efficiency of Jatropha curcas seed oil as
an asphaltene stabiliser was studied. Two crude oil samples (light and medium) were used. J. curcas oil
was subjected to heating at 100, 150 and 170 °C for 24 h with an unheated sample (25 °C) and applied
at doses of 2, 4, 6, and 8 µL in 10 ml of sample. The asphaltene instability index (AII) was determined
as the ratio between the amount in ml of n-heptane to flocculate the asphaltenes and the amount in
ml of xylene to disperse the flocs. The experimental design was Taguchi factorial with a response
surface for one response variable (AII) and two experimental factors (the applied dose and heating
temperature). For light crude oil, the optimum conditions were 8 µL and T = 127 °C with an 85.3 %
efficiency and for medium crude oil, 2 µL and T = 25 °C with a 94.3 % efficiency. The efficiency of
J. curcas oil and the influence of the type of crude oil on the results obtained were demonstrated.

Keywords: Stability, asphaltenes, flocculation, dispersion, Jatropha curcas.

1. Introduction
Asphaltenes are a heavy fraction of petroleum that
shows a capacity for self-association and aggregate
formation, a phenomenon that can occur in any of
the different stages of production and processing, due
to variations in pressure, temperature, composition,
and shear, among others [1]. Although the definition
of asphaltenes has been the subject of discussion over
the years, most researchers agree in defining them
as the heavy organic components present in crude
oil that are soluble in toluene and insoluble in hep-
tane/pentane [2].

According to the colloidal theory, asphaltenes are
surrounded by molecules of a similar structure, called
resins, which interact with asphaltenes to improve
their solubility in aliphatic media and stabilise in crude
oil [3]. The aforementioned authors also consider that
the asphaltenes-crude oil system is in a thermodynam-
ically unstable state in many cases, which causes crude
oils to be produced where the asphaltenes are unstable,
that is when changes occur in the system conditions,
they tend to separate from the liquid phase producing
the phenomenon known as asphaltene precipitation.
The stability of asphaltenes depends largely on the
structure of the asphaltenes and their interaction with
the rest of the oil components. However, the de-
tailed molecular composition of asphaltenes remains
unknown in many cases, which is because crude oil
is made up of millions of different organic molecules
and asphaltenes are the most complex of all [4].

Unstable asphaltenes form aggregates that precipi-
tate and deposit in pipelines and process equipment,
causing plugging and loss of productivity, which has

generated a wide field of study and research on asphal-
tene stability and the mechanisms governing it [5–9].
The determination of stability not only leads to defin-
ing the tendency of crude oil to produce asphaltene
precipitation but also lays the foundation for the ap-
plication of methods to prevent the phenomenon [10].
The use of asphaltene stabilising chemicals is the most
widely used method for the prevention of asphaltene
precipitation due to its effectiveness and low cost [11].

The study of the efficiency of asphaltene stabilis-
ing chemical compounds is of vital importance for
the oil industry, which has led to investigating chemi-
cal compounds, such as ethoxylated nonylphenol and
hexadecyl-trimethylammonium bromide, which have
shown positive performance [11], likewise, the use
of solvents such as toluene as a stabiliser have been
studied for its effect as an asphaltene solvent [12].
Alkylphenols have also been studied as asphaltene sta-
bilisers, also demonstrating positive effects [13]. The
use of aromatic polyisobutylene as an asphaltene sta-
biliser has also been reported, with equally positive
effects [14].

The use of synthetic chemical compounds as as-
phaltene stabilisers generates expenses and environ-
mental risks that have led to the search for alterna-
tives, among which are vegetable oils, such as coconut
oil, sweet almond oil, andiroba oil, and sandalwood
oil, which have shown a certain degree of efficiency
in asphaltene stabilisation [15]. Also, coconut oil was
evaluated with positive results indicating that such
oil can achieve efficiencies even higher than those of
synthetic commercial products [16, 17]. Another veg-
etable oil that has been investigated is that of Jatropha
curcas [18], with results showing that it can be applied
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Property crude oil A crude oil B Standard
API Gravity 30.8 25.5 ASTM D287
Viscosity [cP to 40 °C] 5.6 32.7 ASTM D2196
Asphaltenes [%] 1.5 6.7 ASTM D6560
Water and Sediment [%] 0.5 0.5 ASTM D4007
Viscosity-Gravity Constant (VGC) 0.878 0.854 ASTM D2501

Table 1. Properties of the crude oil samples.

as an asphaltene stabiliser. Similarly, oils, such as
turnip, rosemary, sesame, chamomile, and olive oils,
have been evaluated, which have shown asphaltene
stabilising efficacy [19], and hazelnut and walnut oils,
also with positive results as asphaltene stabilisers [20].

The objective of the present research was to de-
termine the effect of J. curcas oil heating and the
applied dosage on asphaltene stability in two crude
oil samples, to achieve a better understanding of the
parameters that may influence the performance of
this vegetable oil as an asphaltene stabiliser, as an
alternative for oil treatment.

2. Materials and methods
2.1. crude oil samples
Two crude oil samples, which were donated by per-
sonnel from the production management of Petróleos
de Venezuela (PDVSA) and came from the producing
fields of El Furrial and Punta de Mata in the north of
the Monagas State, Venezuela, were used. The prop-
erties of the crude oil samples are detailed in Table 1.

2.2. Jatropha curcas oil
The seeds of J. curcas were collected in the town of El
Furrial in Monagas State, Venezuela. Mature fruits
were collected when the drupe capsule had a dark
brown or black coloration. The seeds were transferred
to the hydrocarbon processing laboratory of the Uni-
versidad de Oriente Monagas Nucleus, Venezuela, and
the seeds were manually extracted, the shell was re-
moved and dried in the sun for 4 days.

The seeds were crushed using a laboratory mixer
and the oil was extracted by the solid-liquid extrac-
tion procedure, using a Soxhlet extraction equipment,
with n-hexane as the extraction solvent. The extract
was concentrated in a rotary evaporator and stored
in a glass vial, according to the procedure established
in previous research [18]. The extraction was per-
formed at a ratio of 70 g of seeds per 250 ml of n-hexane
and an extraction time of four hours. Several extrac-
tions were performed until 100 ml of oil was obtained.
The oil was divided into four parts of 20 ml each, stored
in glass bottles, and numbered consecutively from one
to four. The oil one was not subjected to heating and
was kept at laboratory temperature (25 °C), the other
oils were subjected to heating in a laboratory oven
at different temperatures for 24 hours, as shown in
Table 2.

Oil sample Heating temperature
[°C]

1 25
2 100
3 150
4 170

Table 2. Heat treatment of J. curcas oil samples.

Temperatures were set at the researcher’s discretion,
taking into account previous research and the capacity
of the laboratory equipment. Each heated oil sample
was allowed to cool to laboratory temperature (25 °C)
and then characterized by standardized density [21]
and viscosity tests [22].

2.3. Asphaltenes Instability Index (AII)
calculation

The Asphaltenes Instability Index (AII) was deter-
mined for the crude oil samples, defined for the re-
search as the ratio between the amount in millilitres
of n-heptane needed to obtain asphaltene aggregates
visible under an optical microscope (asphaltene floc-
culation onset – FO) and the amount in millilitres of
xylene needed to redissolve the asphaltene aggregates
visible under an optical microscope or dispersion point
(DP), according to Equation 1.

AII = DP

FO
, (1)

where
AII = Asphaltene instability index [ml],
FO = Flocculation Onset [ml],
DP = Dispersion point [ml].
The asphaltene instability index measures the

amount of dispersant (in this case xylene) used to
stabilise the asphaltenes in millilitres per millilitre of
flocculants used to form the aggregates (n-heptane).
The higher the AII value, the more unstable the as-
phaltenes are. The procedure performed to determine
the original AII of the crude oil samples is shown in
Figure 1.

Figure 2 shows examples of microphotographs of as-
phaltene aggregates obtained by the addition of n-
heptane and dissolved asphaltenes upon the applica-
tion of xylene.
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Figure 1. Flowchart of the procedure to obtain the AII.

Figure 2. Micro-photographs taken for an oil sample. A: Aggregates formed in the FO and B: Asphaltenes solubilized
in the DP.

J. curcas oil samples were applied to each crude oil
sample in doses of 2, 4, 6, and 8 µL in 10 ml and after
mixing for 5 min with magnetic stirring, the AII was
determined according to the procedure described in
Figure 1. The efficiency of each oil sample at each
dose applied was calculated by Equation 2.

%Ef = AIIoriginal − AIIdosed

AIIdosed
× 100, (2)

where

%Ef = Percentage efficiency of J. curcas oil,

AIIoriginal = Original instability index of Asphal-
tenes,

AIIdosed = Asphaltene instability index of crude oil
dosed with J. curcas oil.

2.3.1. Experimental design
The experimental design evaluated was factorial,
Taguchi type, with one response variable (AII) and
two experimental factors (oil heating temperature
and applied oil dose). The selected design has 16 runs,
with one sample taken in each run. The model allowed
estimating the effects of the 2 control factors on the
response variable.

The result of the experimental analysis included
Analysis of Variance (ANOVA), Pareto plot, main
effects plot, response surface, and response optimiza-
tion. Statistical analyses were performed with the
statistical package Statgraphics Centurion XVII.

3. Results and discussion
According to the properties of the two crude oil sam-
ples shown in Table 1, it is observed that there are
differences between the two. Especially in viscosity
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Oil sample Heating temperature Density at 25 °C Viscosity at 25 °C
[°C] [g/ml] [cP]

1 25 0.917 34.47
2 100 0.919 75.14
3 150 0.922 94.13
4 170 0.910 117.61

Table 3. Shows the results of the density and viscosity properties measured for the J. curcas oil samples.

and percentage of asphaltenes. Crude oil B presents
properties that characterise it as a heavier and denser
fluid.

The VGC is a constant with which the composi-
tion of crude oil can be estimated according to the
main hydrocarbon groups it contains. Crude oils with
CGVs between 0.74 and 0.75 are considered paraffinic,
with CGVs between 0.89 and 0.94 as naphthenic, and
CGVs between 0.95 and 1.13 are typical of aromatic
crudes. VGCs between 0.76 and 0.88 are typical for
mixed composition crudes [23]. From the above, both
samples are considered to be of a mixed base.

It is observed that the density remains almost con-
stant, since its variations are low, which is corrobo-
rated by determining the variation coefficient (VC),
whose value was 0.49 %. In contrast, viscosity did
show a higher VC value of 38.98 %, which is indicative
of a relationship between the oil heating temperature
and viscosity.

To analyse the relationship between the two prop-
erties and the temperature to which the oil was
subjected, a multivariate correlation test was per-
formed, the results of which were that between the
temperature and the density, the correlation coeffi-
cient R = −0.1265 and p = 0.8394 show that the
relationship is low, negative [24] and not significant
(p > 0.05) which corroborates the observation made
in Table 3. On the contrary, the correlation coeffi-
cient between the viscosity and the temperature was
R = 0.9341 and p = 0.0201, indicating a very strong
and significant relationship (p < 0.05).

The effect of heating on oil viscosity can be ac-
counted for by changes in composition that occur due
to alterations in the fatty acid components of the
oil due to the exposure to heat and oxygen, result-
ing in isomerization, polymerization, and oxidation
reactions [25, 26]. In addition to the decomposition
products mentioned above, heating of fats results in
the formation of compounds of relatively high molec-
ular weights [27], which will influence the increase in
viscosity.

This behaviour was also reported when analysing
the density and viscosity of coconut oil (Cocos nu-
cifera) subjected to temperatures between 25 and
200 °C, also observing that the viscosity presented
a coefficient of variation greater than 5 %, but without
a significant correlation concerning temperature [17].
When comparing the average density of 0.917 g/ml
with those reported by other investigations, it is

Run Dose Temperature AII %Ef
[µL] [°C]

1 2 25 1.50 0
2 2 100 0.60 60.0
3 2 150 0.50 66.7
4 2 170 0.77 48.7
5 4 25 1.52 0
6 4 100 0.52 65.3
7 4 150 0.50 66.7
8 4 170 1.06 29.3
9 6 25 1.52 0
10 6 100 0.43 71.3
11 6 150 0.50 66.7
12 6 170 0.80 46.7
13 8 25 1.43 4.7
14 8 100 0.48 68.0
15 8 150 0.24 84.0
16 8 170 0.38 74.7

Table 4. Result to AII and efficiency for crude oil A
with an original AII of 1.50.

observed that it is consistent with the values of
0.92 g/ml and 0.91 g/ml obtained in previous investi-
gations [18, 28]. Another research reported a density
of J. curcas oil of 0.938 g/ml, which differs from the
one obtained in our work [29]. The differences or
similarities in the properties of J. curcas oil may vary
depending on both climatic and agronomic factors [30],
so the results obtained are consistent with those of
other investigations.

3.1. Results for crude oil A sample
The data obtained after applying the experimental
process with crude oil sample A are shown in Table 4.

The results indicate that the samples of J. curcas
oil that were subjected to heating showed a promising
asphaltene stabilising activity, since the efficiencies
between 48.7 and 84.0 % were obtained, while the
efficiency of the sample that was not subjected to
heating, at a dose of 8 µL, was 4.7 %. On average,
the efficiency obtained with a dose of 8 µL was the
highest with 75.6 %, so it can be said that the efficiency
depends on the dose applied, in addition to the heating
temperature. The Taguchi model used was fitted to
a quadratic trend, resulting in an ANOVA analysis
(Table 5).
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Source Sum of squares Df Mean square F-ratio p-value
A: Dose 0.0479 1 0.0479 2.32 0.1585
B: Temperature 1.8223 1 1.8223 88.42 0.0000
AA 0.1024 1 0.1024 4.97 0.0499
AB 0.0571 1 0.0571 2.77 0.1271
BB 1.1729 1 1.1729 56.92 0.0000
Total error 0.2061 10 0.2061Total (corr.) 3.6891 15

Table 5. ANOVA results for crude oil A sample.

Figure 3. Standardized Pareto diagram for AII of crude oil sample A.

Table 5 shows that the factor that had a signifi-
cant influence (p-value < 0.05) was the temperature
at which the J. curcas oil was heated. Likewise, in
the applied quadratic model, the quadratic interac-
tion of dose (AA) and temperature (BB) also had
a significant influence. On the contrary, the applied
dose and the interaction between the dose and the
temperature did not show a significant influence on
IIA values (p-value > 0.05). This result agrees with
those obtained by other authors [15, 17, 18]. It is
observed that, although the efficiencies varied con-
cerning the doses of oil applied, the differences were
not statistically significant with a significance of 5 %,
which contrasts with that reported in another research,
where J. curcas oil was also applied to medium crude
oil and the dose applied was significant [18], however,
it is agreed that the best dose was that of 8 µL, even
with the difference that in the cited research the oil
was mixed with diesel oil and not pure as in the present
research. For C. nucifera oil, it was also obtained that
the 8 µL dose was the most efficient [16].

The standardized Pareto diagram (Figure 3) shows
that the factor with the most important effect was
temperature, followed by the quadratic factor of tem-
perature. This is consistent with the results obtained
in the analysis of variance. The effect of tempera-
ture is negative, which means that the AII for the
crude oil sample varied inversely with temperature.
The quadratic factor of temperature was the most
important positive effect in the model.

The response optimization of the experimental de-
sign to find the dose and temperature values that
generate the lowest AII value was performed using
a response surface, whose model is shown in Figure 4.
The optimal values were found to be a dose of 8 µL and
a temperature of approximately 127 °C, with which
a minimum AII value of 0.22 is obtained. These results
indicate that the estimated maximum efficiency under
the experimental conditions will be 85.3 %. This result
is superior to that reported when applying C. nucifera
oil to crude oil with the same API gravity (30.8), which
showed a higher maximum efficiency as an asphaltene
stabiliser, when heated up to 130 °C, of 78.6 % [17],
indicating that J. curcas oil can be a more efficient
alternative for asphaltene treatment in light crude
samples as compared to C. nucifera oil.

The quadratic mathematical model used for the
response surface presented a fit through the coefficient
of determination R2 of 0.944, which indicates that the
model predicts the variability of AII by 94.4 %, repre-
senting a good approximation for an optimization.

It is demonstrated for crude oil sample A, that the
factor that influences the efficiency of J. curcas oil as
a stabiliser of asphaltenes is the temperature to which
the oil sample is subjected, prior to its application.
The effect of the heating temperature of J. curcas oil
on asphaltenes is mainly due to the compositional
change that the oil undergoes due to heating, as re-
ported in previous research [25–27].

The formation of oxides from the fatty acids
of J. curcas oil by heating can induce the creation of
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Figure 4. Estimated response surface for AII of crude oil sample A.

a surfactant layer that acts as a stabilising agent, so
it is to be expected that the oil samples subjected to
heating have had a higher efficiency. This indicates
that the temperature to which the oil is subjected can
create a more efficient surfactant system, since it has
been demonstrated that the quality of the surfactant
used is fundamental for achieving the stability of the
asphaltenes in crude oil when a chemical treatment
is applied, due to the fact that the interaction be-
tween the asphaltenes and the surfactant molecules is
promoted [31].

3.2. Results for crude oil B sample
The data obtained after applying the experimental
process with crude oil sample B are shown in Table 6.
In the case of crude oil sample B, it was observed that
the efficiencies obtained when applying J. curcas oil
subjected to heating ranged from 17.1 to 89.3 %. The
only dose at which a moderate efficiency values were
obtained at all temperatures was 2 µL, which, on aver-
age, showed an efficiency of 46.9 %. At the 4 µL dose,
efficiency was obtained at temperatures of 25, 100,
and 170 °C, and at 150 °C, efficiency was not obtained.
The higher doses (6 and 8 µL) only showed potential
with the J. curcas oil samples heated to 170 °C. The
Taguchi model used was fitted to a quadratic trend,
resulting in an ANOVA analysis (Table 7).

As can be seen in Table 7, the effect of the fac-
tors on the AII of crude oil sample B differs from
that obtained in crude oil sample A. In this case, the
applied dose significantly influenced the AII values
(p-value < 0.05) with a non-significant effect of tem-
perature (p-value > 0.05). Looking at the interactions
defined in the quadratic model only the interaction
between the two factors (AB) is significant within the
model (p-value < 0.05).

The influence of the dose applied coincides with
that reported when applying J. curcas oil to a medium
crude oil [18], which shows that the dose was signifi-

Run Dose Temperature AII %Ef
[µL] [°C]

1 2 25 0.36 74.3
2 2 100 1.16 17.1
3 2 150 1.10 21.4
4 2 170 0.35 75.0
5 4 25 0.37 73.6
6 4 100 0.88 37.1
7 4 150 1.83 0
8 4 170 0.96 31.4
9 6 25 1.91 0
10 6 100 1.54 0
11 6 150 1.78 0
12 6 170 0.74 47.1
13 8 25 1.95 0
14 8 100 1.71 0
15 8 150 1.40 0
16 8 170 0.15 89.3

Table 6. Result to AII and efficiency for crude oil B
with an original AII of 1.40.

cant even though the types of crude oil used in both
investigations were different in composition.

The analysis of the Pareto diagram shown in Fig-
ure 5 shows that the dose factor not only has the
greatest influence on AII but also has a positive in-
fluence, while the interaction between the dose and
the temperature is the factor with the greatest nega-
tive influence. It is also important to highlight that
the other factors have a negative influence on the AII,
although they were not significant, which may have
an important effect on the behaviour of the graphical
trend of the response surface method.

The optimization of the AII by response surface was
determined considering a quadratic interaction model
and the obtained graph can be seen in Figure 6.

Figure 6 shows that the lowest values of AII were
obtained for the dose of 2 µL and at the lowest tem-
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Source Sum of squares Df Mean square F-ratio p.Value
A: Dose 1.4409 1 1.4409 7.10 0.0237
B: Temperature 0.2548 1 0.2548 1.26 0.2886
AA 0.1661 1 0.1661 0.82 0.3869
AB 1.4055 1 1.4055 6.93 0.0251
BB 0.8533 1 0.8533 4.21 0.0674
Total error 2.0290 10 0.2029Total (corr.) 5.5348 15

Table 7. ANOVA results for crude oil A sample.

Figure 5. Standardized Pareto diagram for AII of crude oil sample B.

perature, which was evidenced when obtaining the
dose and temperature that optimise AII, which were
2 µL and 25 °C where the response surface predicts
a value of AII = 0.08, being the maximum predicted
efficiency of 94.3 %. When comparing the estimated
optimum efficiency with the maximum efficiency re-
ported for a J. curcas oil heated at 150 °C applied
to a medium crude oil sample of 28.8 °API, which
was 88.33 % [18], it follows that for the crude oil sam-
ple of 25.5 °API, the oil was more efficient, although
it should be taken into account that samples with
different characteristics were used.

With the above, it is demonstrated that J. curcas
oil is more efficient for the stabilisation of asphaltenes
in the crude oil sample B and without being subjected
to heating, as statistically obtained.

The quadratic mathematical model used for the
response surface analysis, according to the coefficient
of determination R2 = 0.633, predicts, by 63.3 %,
the optimal combination of the Dose and Heating
Temperature values of J. curcas oil for crude oil sample
B.

The results showed higher efficiency of J. curcas
oil as compared to synthetic resins with which val-
ues of 55.56 % were obtained [32], however, as was
also observed in other research, the stabilisation of
asphaltenes does not depend only on the products
used, but also on the characteristics of the oils where
they are applied.

In the case of crude oil B, the stability behaviour
is different from that observed in crude oil A. It is
observed that the applied dose has a significant effect,

in addition to its interaction with temperature. The
lowest doses were those with the best performance,
and amongst them, the 2 ml dose was shown to be effi-
cient both for the oil sample not subjected to heating
and for the one subjected to 170 °C. From the previous
result, it can be said that for this particular crude oil,
the composition of its asphaltenes seems to interact
better with the oil in its original state (without being
subjected to heating) and at lower doses, which was
corroborated by the response surface, so the structural
changes that the oil underwent when heated do not
favour the stability of the asphaltenes in this sample.

The stability trend of asphaltenes, with respect to
different chemicals, is, in most cases, not continu-
ous, which is due to the fact that the interactions
between asphaltenes and surfactants is dependent on
the complexity of the former [33, 34].

According to what was obtained, it can be said that
the characteristics of the crude oil and its composi-
tion can determine the optimum doses of asphaltene
stabiliser product, as well as the most indicated prod-
uct for its treatment. These results are consistent
with those reported for the stability of two samples of
medium crude oil after applying C. nucifera oil, where
it was concluded that the results were dependent on
the crude oil sample used [16].

According to previous research, it is accepted that
composition influences the stability of asphaltenes in
crude oil. Stable crude oil has higher values of the
polar fraction, i.e., asphaltenes, resin, and aromat-
ics. Therefore, when different crude oil samples are
used in terms of their properties, different asphaltenes
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Figure 6. Estimated response surface for AII of crude oil sample B.

stability results and behaviour can be obtained [35],
which justifies the differences observed in the present
investigation when using two different crude oil sam-
ples.

One of the determining factors in the stability of
asphaltenes that can influence the efficiency of the sta-
bilising products is the presence of resins, which, in the
crude oil, are considered a key factor as molecules that
stabilise the colloidal particles of asphaltenes against
aggregation, their mechanism of action being a com-
bined repulsion/adhesion process [36, 37]. Likewise,
other elements present in the crude oil composition,
such as paraffin waxes, water, and organometallic
compounds, act as destabilisers of asphaltenes, and
also the presence of fine solids in the oil can stabilise
asphaltenes [38, 39].

The use of J. curcas oil as an asphaltene stabiliser
is shown to be feasible according to the results ob-
tained, this is possibly due to its composition, formed
by fatty acids, mostly linoleic acid [40, 41] which has
been shown to have asphaltene-stabilising properties,
as well as other acids such as palmitic acid, which
is also present in the composition of the evaluated
oil [15]. The polar nature of the fatty acid compo-
nents of vegetable oils, such as that of J. curcas, give
them surfactant properties, making them potential
asphaltene stabilisers, which can be supported by the
following factors: it is of utmost importance to find
new substances with a higher solubility, because of
the good results obtained with organic acids, taking
into account that vegetable oils are mixtures rich in
free or glyceride-forming organic acids, also vegetable
oils are easy to obtain and cheaper than most of the
polymeric dispersants used commercially Also, once
the state of conservation of such substances is suffi-
cient, their use could have positive social and economic
consequences [19].

4. Conclusion
It is concluded that J. curcas oil is a viable alter-
native for the stabilisation of asphaltenes; however,
its maximum efficiency depends on the dose applied,
the temperature to which it is subjected in a heating
process before its application, and the characteristics
of the crude oil in which it is applied.

The compositional changes that occur in J. curcas
oil when it is heated are a determining factor in its
efficiency as a stabiliser of asphaltenes in crude oil,
showing that when the oil is heated, a higher stabili-
sation efficiency is obtained.

The Taguchi factorial experimental design and re-
sponse surface demonstrated that the optimum dosage
and type of oil (based on heating temperature) to be
applied to a particular crude oil can be obtained, which
can also be applied to the selection of other products
used for asphaltene stabilisation at the laboratory
level.
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Abstract. Stone masonry bridges are difficult to analyse with commercial finite element (FE)
packages for their specific heterogeneous composition. The stone arch is best modelled as a thick shell
where there are predestined directions of tension failure, normal to the bed joints. A dedicated, very
simple, Mindlin shell finite element is developed with five translational degrees of freedom per node.
It features compatibility with linear isoparametric or constant strain elements for the backfill. Most
bridges can be analysed with a sufficient accuracy assuming plain strain conditions. The element then
simplifies to a Timoshenko beam element with three translational degrees of freedom per node. An
application of the latter one to the bridge at Poniklá is presented.

Keywords: Masonry arches, no tension joints, thick shell elements, octave script.

1. Introduction
Masonry arch bridges still constitute a considerable
part of the bridge stock of the transport infrastructure
in Czechia. Many of them are valueable monuments
of the technical expertise and craftsmenship of the
past generations as well. Design standards for this
sort of bridges do not exist worlwide, guides and
manuals for load rating are provided instead, like [1]
or [2]. They usually contain conservative approximate
methods for a routine assessment and some guidance
and recommendations for more complicated individual
assessments based on advanced structural analysis
methods.

A structural analysis of masonry arch bridges is
specific in that the ultimate limit state forces and
stresses cannot be solved for assuming homogeneous
isotropic linear elastic material. In contrast to that,
design standards for reinforced concrete and steel
structures admit such solutions. EN 1996-1-1 codifies
in clause 6.1.1(2) that plane sections remain plane and
the tensile strength of masonry perpendicular to bed
joints is zero in the ultimate limit state. The standard
is not compulsory for bridges but its conditions should
be perceived as the minimum for them. Cracks in
the bed joints of the masonry arches affect the stress
distribution in a way that does not admit a linear
solution.

The simplest material model that can be accepted
is the no-tension linear material where the no-tension
condition applies to the normal stress in the planes
parallel to the bed joints. This specific behaviour
is difficult to simulate by material models available
in general purpose program packages, [3]. Commer-
cial packages do not include such material models.
There were attempts to achieve the specific proper-
ties of the masonry arches with a trivial model of
a heterogeneous material – individual meshing of vous-
soirs and joints by standard continuum finite elements

with homogeneous material models. It is possible in
academic works but not acceptable in design prac-
tice for demands on the labour, software and input
data on materials properties. This experience testi-
fies that shell/beam elements using the rigid normals
assumption (Timoshenko, Mindlin, Bernoulli-Navier
and other assumptions) are indispensable for the solu-
tion of the masonry arch bridges.

Several dedicated codes have been written around
1990 for the analysis of masonry arches based on the
Castigliano principle, CTAP [4], [5], rigid block as-
sumption RING , [6], mechanism based ARCHIE, [7]
and others. All of them assume plane strain condi-
tions. These models simulate very well the observed
behaviour of masonry arches in situ and in large scale
model tests. They have been applied worldwide in
practice despite their common drawback that they
underestimate the interaction of the barrel, backfill
and pavement.

Two simple finite elements for thick shells are de-
veloped based on the Timoshenko/Mindlin kinematic
assumptions, one for plane stress/plane strain condi-
tions, the other for 3D shells. In order to facilitate
a seamless interaction with the backfill continuum,
only translational degrees of freedom (DOFs) are em-
ployed. The no-tension linear elastic constitutive equa-
tions are integrated in a closed form for the normal
stress in planes parallel to the bed joints. The shape
functions of the elements are 2D and 3D variants of
the same concept. The simpler 2D variant is presented
first with an application to a bridge, a triangle thick
shell element follows.

2. The TT element, Timoshenko
beam with translational DOFs

The displacement shape functions are sketched in Fig-
ure 1 for the axial displacement ui,t of node i, for the
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Figure 1. Shape functions, DOFs and conjugate
nodal forces of the TT element

lateral displacement vj of node j and for the axial
displacement ui,b. Axial and lateral directions denote
the element local x and y directions, indices t and b
denote the top and bottom faces later also extrados
and intrados of the arch. The local x axis goes from
node i to node j. The deflection line is parabolic and
symmetric. It’s single free parameter is determined
so that the shear strain energy is minimum for any
imposed node displacements. Analogous shape func-
tions are valid for all four axial DOFs ui/j,t/b and the
same applies to the two lateral DOFs vi/j .

The cross-sections remain straight but not normal
to the deflected beam axis. In an isoparametric beam
element (linear variation of the cross-section rotations
and shear deformation, axial strain and lateral de-
flections along the beam axis), there would be no
deflections for the ui/j,t DOFs. The element is known
to lock for small depths of the beam owing to excessive
work of the shear deformation. The present element
features a constant shear deformation since the anti-
symmetric (with respect to the element centre) part
of the cross-section rotations is assigned to a constant
curvature of the deflection line. The element DOFs
are ordered in the {u} matrix,

{u} =
{

{u}i

{u}j

}
, {u}n =





un,t

vn

un,b



 , n = i, j

Linear normal and constant shear element strains
are specified by top and bottom face normal strains
εt, εb and shear strain γ, ordered in the matrix of
internal strains ε = {εt, εb, γ}T . Shear strain γ and
conjugate shear stress τ have opposite signs than usual
in elasticity, γ = −(∂ux/∂y+∂uy/∂x)/2. The element
geometric matrix [B] reads:

[B] = 1
l

[ −1 0 0 1 0 0
0 0 −1 0 0 1

l/2/d −1 −l/2/d l/2/d 1 −l/2/d

]

Conjugate to node displacements {u} are the nodal
forces {X}, conjugate to {ε} is the matrix of inter-
nal forces {S}. The nodal forces in terms of nodal
displacements read

{X} = [B]T {S}({ε}) = [B]T {S}([B]{u}) (1)

Constitutive equations for the cross-section are devel-
oped separately for the bending, the first two members
of {ε} and {S}int.

ε

ξ

d

d

ζ

t

σ:
>0

ε

σ:
εt<0

tz (  ) z (  )ζ
b

b
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0 ε
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ε
b
>0<0

ξ
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ξ
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Figure 2. Stress/strain diagram, strain shape func-
tions and normal stress diagrams of the TT element

2.1. Constitutive equations for bending
No-tension linear elastic material is assumed, see the
stress-strain diagram in Figure 2. The no-tension
condition is applied to the normal stress in cross-
sections and bed joints of the arch. Though simple, it
makes possible the most frequent type of failure of the
stone masonry arch bridges. The normal strain ε is
determined by the top and bottom face strains εt, εb

through the shape functions shown in the centre of
Figure 2.

ε = zt(ζ)εt + zb(ζ)εb

Constitutive equations of the cross-sections are de-
fined in terms of dimensionless functions st() and sb()
of dimensionless arguments:

st(εt, εb) =
∫ 1

0
zt(ζ)s(εtzt(ζ) + εb,xzb(ζ))dζ

sb(εt, εb) =
∫ 1

0
zb(ζ)s(εtzt(ζ) + εbzb(ζ))dζ, (2)

The cross-section forces are St/b = Ebdst/b = EAst/b

(valid for both t and b subscripts, where E is the
Young modulus, b the cross-section width, d the cross-
section depth and A its area. Functions st/b() and
their derivatives with respect to εt, εb have to be
developed separately for four possible strain states:
Algorithm start
When εt > 0 and εb > 0 then all internal forces
are 0, the cross-section is totally disintegrated. All
stresses and internal forces vanish in the element.
When εt > 0 and εb < 0,
then (see the left strain diagram in Figure 2):

ξ = εb

εb − εt

st = εbξ
2/6, sb = (0.5 − ξ/6)ξεb

∂st

∂εt
= ξ3/3, ∂st

∂εb
=

(
1 − 2ξ εt

εb

)
ξ2

6

∂sb

∂εt
= (0.5−ξ/3)ξ2,

∂sb

∂εb
= (0.5− ξ

6)ξ−(0.5− ξ

3)ξ2 εt

εb

When εt < 0 and εb > 0,
then (see the right strain diagram in Figure 2):

ξ = εt

εt − εb
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Figure 3. Element internal forces {S} and nodal
forces {X}

st = (0.5 − ξ

6)ξεt, sb = εtξ
2/6

∂st

∂εt
= (0.5− ξ

6)ξ−(0.5− ξ

3)ξ2 εb

εt
,
∂st

∂εb
= (0.5−ξ/3)ξ2

∂sb

∂εt
=

(
1 − 2ξ εb

εt

)
ξ2

6 ,
∂sb

∂εb
= ξ3/3

When εt < 0 and εb < 0,
then the cross-section is linear elastic and dimension-
less generalised forces are

st/b = (2εt/b + εb/t)/6

The cross-section stiffness matrix:

∂{sbend}
∂{εbend} = 1

6

[
2 1
1 2

]
(3)

Algorithm end
The bending stiffness tangent matrix of the cross-
section is denoted for a later reference

[Dbend] = ∂{sbend}
∂{εbend} = Ebd

[
∂st

∂εt

∂st

∂εb
∂sb

∂εt

∂sb

∂εb

]
(4)

2.2. Full cross-section stiffness matrix
The shear force V is computed from the shear defor-
mation γ in the Timoshenko beam. Linear elastic
behaviour

V = Gebdγ

is assumed in the model, independent on the normal
stress in the cross-sections. This assumption is mostly
sufficient for cross-sections of the stone masonry arch
bridges. The full cross-section stiffness matrix is then

[Dcs] =
[

[Dbend] {0}
{0}T Gebd

]

The matrix has to be adapted when more involved
cross-section constitutive equations are necessary, for
instance, shear failure of bed joints. The nodal forces
{X} = {Xi,t, Yi, Xi,b, Xj,t, Yj , Xj,b}T of the element
can be obtained in terms of the internal forces {S}
either by expansion of [B]T {S} or by the equilib-
rium conditions of the element in Figure 3: The di-
mensionless cross-section stiffness matrix for bending
[Dbend] = ∂{Sbend/∂{εbend} is not symmetric when
the neutral axis lies inside the cross-section so that the

x
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rR

1

1

R
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Xb
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Xb
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f

e f
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Figure 4. Equilibrium of node i

element and structure matrices will not be symmetric,
too. The element stiffness matrix is

[K]straight = Ebdl[B]T [Dcs][B]

It is ready for application in straight beams, but for
arches and other curved beams, it must be modified.

2.3. Arch nodes equilibrium
The equilibrium of the nodal forces X⃗ibe = Xibex⃗e,
X⃗ibf = Xibf x⃗f of the adjacent elements e and f at
arch node i simplifies to Xibe + Xibf = 0 when the
element’s unit length direction vectors x⃗l,e and x⃗l,f

coincide, see the Figure 4. The node index i is omitted
for brevity as long as the the development concerns
just a single node i. Xbe and Xbf are the magnitudes
of the respective forces with positive senses in ele-
ment’s direction vectors. These forces are stored in
the third components of the element nodal forces ma-
trices and in case of parallel elements, the equilibrium
equation at a node is {X}e + {X}f = {0}, where
indices e and f indicate the left and right element,
respectively.

When the adjacent elements are not parallel, the
resultants of the two forces add up to force R⃗. The
force is decomposed into component R in the direction
r and force T in the t direction. The component R
can act anywhere on ray r since the arch is considered
rigid in the transverse direction. It is thus added
to forces acting at node i. Component T must vanish
to keep the null moment with respect to joint i.

T = (Xbex⃗e +Xbf x⃗f )·⃗t =

= (Xbex⃗e +Xbf x⃗f )·(x⃗e + x⃗f )/|x⃗e + x⃗f | = 0,

which implies
Xbe +Xbf = 0,

provided the two elements are not normal to each
other. Force R is

R = (Xbex⃗e −Xbf x⃗f )·r⃗
= (Xbex⃗e −Xbf x⃗f )·(x⃗e − x⃗f )/|x⃗e − x⃗f |

= (Xbe −Xbf )
√

(1 − x⃗e·x⃗f )/2

and its vector

R⃗ = Rr⃗ = 0.5(Xbe −Xbf )(x⃗e − x⃗f )
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The ray r of the force must connect points i and
Bi, the intersection of the X⃗be and X⃗bf forces rays,
otherwise node i would not be in equilibrium. Ray r
is approximately radial to the arch. Vector

g⃗ = 0.5(x⃗e − x⃗f ) (5)

is an important property of node i. The matrix ex-
pression for vector R⃗ is in terms of g⃗

R⃗ = {g⃗,−g⃗}
{
Xbe

Xbf

}

Recall that Xbe denotes the third element of the nodal
forces matrix of element e at node i and the analogue
holds for Xbf . Conjugate displacements to Xbe and
Xbf are ube and ubf , conjugate to R⃗ is the displace-
ment vector u⃗ of node i. The principle of virtual work
thus implies

{
ube

ubf

}
=

{
g⃗

−g⃗

}
·u⃗

The same result can be obtained when the part of u⃗
in r⃗ direction, (u⃗·r⃗)r⃗, is projected on the x⃗e direction
to obtain ube:

ube = (u⃗·r⃗)r⃗·x⃗e = g⃗·u⃗.

Projection on x⃗e yields the same expression but for
a negative sign at g⃗.

Expression for εb becomes

εb =(ub,j + g⃗j ·u⃗j − ub,i + g⃗i·u⃗i)/li,j

=(ub,j + {gj}T

{
ut,j

vj

}
− ub,i

+ {gi}T

{
ut,i

vi

}
)/li,j (6)

where indices i and j denote the nodes of the element
with the element local x axis from i to j. In the wake
of it, the geometric matrix is modified to

[B] = 1
l




−1 0 0 1 0 0
gi,x gi,y −1 gj,x gj,y 1
λ −1 −λ λ 1 −λ


 (7)

with λ = l/d/2 and subscripts x and y indicating
components of the vectors g⃗ in the global coordinate
system.

Different element lengths have to be used in the geo-
metric Equation 7 and the volume integration implicit
in 8. The top face nodes distance l is used in the for-
mer case, the reduced length lred = lRax/Rt = lrratio

is used in the latter case. Rax denotes the radius
of the arch central axis, Rt is the radius of the top
face curve. The element stiffness matrix for an arch
element is

[K]e = Ebdlred[B]T [Dcs][B] (8)

-4 -2 0 2 4
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Figure 5. Bridge at Ponikla, compression stresses
[kPa] and depths of the cracks in the bed joints

3. Application to an arch bridge
Exclusive translational DOFs facilitate the combina-
tion of the TT element with simple 2D continuum
elements. A dedicated matlab/octave code has been
written to utilize this combination for the analysis
of masonry arch bridges. The code features the sim-
plest possible way how the interaction of the masonry
arch, backfill and pavement can be assessed parallel
with the principal pattern of failure of the masonry
arch. The arch and pavement are modelled by the TT
elements, the backfill by the classic constant strain
triangle (CST) elements. Meshing of the backfill pro-
vides the Persson and Strang mesh generator, [8]. The
no-tension cross-section model defined in Section 2.1
supports the cracking of the arch bed joints, which
is the dominant pattern of the masonry arch bridge
failure. The code includes a simple, purely vector
graphics output. It consists of 1150 octave command
lines, not including the mesh generator.

An application to the sandstone arch bridge at
Ponikla in north Bohemia illustrates the code output
in Figure 5. The span of the arch is 11.4 m. Two prin-
cipal quantities are shown in each arch element, the
maximum compression normal stress value inserted
at the arch face where it occurs and the depth of the
cracks in the bed joint. The load case is the design
dead load combined with the tandem axle live loads
with twice the design intensity level, i.e., 360 kN per
wheel in lane 1 according to EN 1991-2.

The TT element and the masonry arch FEM models
based on it claim to be the simplest models available
to assess the most frequent failure mode of the stone
masonry arches and the interaction of the arch with
backfill and pavement.

4. 3D Mindlin shell element TM
The 2D models are often not adequate for the solution
of masonry arches whose widths are mostly compa-
rable to spans which makes the transverse variation
of stresses and displacements nonuniform. A 3D ana-
logue to the 2D TT element is, therefore, derived. The
Mindlin assumptions, [9], and the simplest triangular
facet shape are adopted, see Figure 6. The element
local coordinate system features z axis normal to the
facet plane. There is always a preference direction in
the facet plane, the direction closest to the normals
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Figure 6. Geometry of the shell facet triangle ele-
ment, the element local coordinate system and the
DOFs at node i

to the bed joints planes of the masonry arch. It is
assumed forthwith that the arch is a cylindric segment
shell and the bed joints normals are tangents to the
directrix of the cylinder so that their directions lie in
a single plane. The global x axis is assumed to lie
in that plane, too. In terms of the bridge nomencla-
ture, the global x axis is in the direction of the arch
span. The element local x axis is chosen as the direc-
tion closest to the global x within the element plane.
The no-tension condition is applied to the σx (local x)
normal stress component . Other options are possible
and can be rather easily implemented in the code.
It may be necessary in case of other than cylindric
shells or more general failure modes and constitutive
equations. Local y axis completes the element local
right-handed cartesian coordinate system. All compo-
nents are in this system up to Section 4.4, where two
other systems are necessary.

Five translational DOFs per node are shown in
Figure 6 for node i. They are ordered in matrix {u}
at each node, with node index omitted:

{u}T = {ut,x, ut,y, w, ub,x, ub,y}

Deflection w and in-plane displacement vector u⃗
are approximated by linear independent functions of
natural triangular coordinates ξi.

w =
∑

i

wiξi, u⃗ =
∑

i

u⃗iξi

In literature, a common term for this kind of approxi-
mation is isoparametric element, not to be confused
with true isoparametric elements for 2D and 3D con-
tinua. Derivatives of ξi are constants in the element
area,

∂ξi

∂x
= bi

2A,
∂ξi

∂y
= ai

2A or ∂ξi

∂x⃗
= −n⃗i

li
2A,

where A is the element area (note that li/2A is the
slope of the ξi surface upon the element area) and

n⃗i = − 1
li

{
bi

ai

}
.
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γ x
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Figure 7. Triangular coordinates and shear deforma-
tion owing to deflection alone

Chain differentiation yields then

γw,x = − 1
2A

∑

i

wiai, γw,y = 1
2A

∑

i

wibi (9)

The shear deformation γ⃗w owing to deflection alone is

γw,x = −∂w

∂y
, γw,y = ∂w

∂x
, (10)

note that positive sense is indicated in the figure for
each of the four rotations and γ⃗ is the rotation of the
normal to the element plane embedded in the material
before deformation towards the normal to the element
plane after deformation with standard sign convention
of its components. In particular, the motion (rotation)
shown in the section view right to left in Figure 7 goes
from the inclined dashed line to the horizontal and γx

is thus negative.
As in the TT element, the bending and shear defor-

mation, are treated separately.

4.1. Bending and in-plane deformation
Pseudocurvatures define the bending deformation.
They are the derivatives of rotations of the normals
to the element plane. The rotations of the normals in
their turn depend on the in-plane displacements u⃗ of
the top and bottom faces of the element.

The element in-plane strains are specified in terms
of the top and bottom faces (extrados and intrados)
strain matrices {εt} and {εb} in analogy to the top and
bottom uniaxial strains εt and εb in the Timoshenko
2D beam element. The element triangle geometry
is defined in terms of distances ai = xk − xj , bi =
yj − yk, where indices i, j, k are subjected to cyclic
permutation and xi, yi specify node’s i positions in the
local system, see Figure 7. The geometric equations
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of the CST triangle applied to the top face read

{εt} =





εt,x

εt,y

2εt/b,xy





= 1
2A

∑

i



bi 0
0 ai

ai bi




{
ui,t,x

ui,t,y

}
, (11)

substitute b for t subscript to get the bottom face strain
matrix. The in-plane strains vary linearly across the
element depth d,

{ε} = zt{εt} + zb{εb} (12)

where zt = (d + z)/d = 1 + ζ and zb = −z/d = −ζ
are linear shape functions of the element in terms
of the element local 0 > z > −d coordinate with
z = 0 at the top face of the element or of the relative
dimensionless 0 > ζ > −1 coordinate.

Plain stress conditions with σzz = 0 are assumed in
the shell, then, the material stiffness matrix is

[D] = E

1 − ν2




1 ν 0
1 0

1−ν
2


 (13)

for a linear elastic isotropic material. When cracked
bed joints occur in planes normal to element’s x axis,
the conditions become vague. Adjacent to the cracked
joints an approximately uniaxial stress prevails. It
is thus assumed forthwith that the material stiffness
matrix in the cracked elements is

[D({ε})] = E



s(εx) 0 0

1 0
1−ν

2


 (14)

where s() is the normalized bilinear stress/strain dia-
gram in the left sketch of Figure 2. It is obvious that
the element local x axis must approximately coincide
with the normals to the bed joints of the arch barrel.

The virtual work equation for cracked elements

δw =
∑

i

(δ{ui,t}T {gi,t} + δ{ui,b}T {gi,b})

=
∫

V

δ{ε}T [D({ε})]{ε}dV

= E

∫

V

(δεxs(εx) + δεyεy + (1 − ν)δεxyεxydV (15)

delivers the expressions for the nodal forces
{gi,t}, {gi,b} when strains are expanded in terms of
the virtual nodal displacements using Equation 11.

Functions st(εt,x, εb,x) and sb(), see 2 in Section 2.1,
return dimensionles top and bottom cross-section
forces conjugate to top and bottom strains (input
parameters) of a unit depth cross-section with E = 1
and no-tension stress-strain diagram. With the aid
of the functions, the integrals in the virtual work

expression can be expressed in a closed form:

δw = Ed

2 (δεt,xst + δεb,xsb + δεt,y(εt,y/3 + εb,y/6)

+ δεb,y(εt,y/6 + εb,y/3) + (δεt,xy(εt,xy/3 + εb,xy/6)
+ δεb,xy(εt,xy/6 + εb,xy/3))(1 − ν)) (16)

Substitution by 11 and selection of individual nonzero
virtual nodal displacements yields the expressions for
the element nodal forces:

gi,t,x = Ed
2 (bist + ai(εt,xy/3 + εb,xy/6)(1 − ν))

gi,t,y = Ed
2 (ai(εt,y/3 + εb,y/6)+

bi(εt,xy/3 + εb,xy/6)(1 − ν))
gi,b,x = Ed

2 (bisb + ai(εt,xy/6 + εb,xy/3)(1 − ν))
gi,b,y = Ed

2 (ai(εt,y/6 + εb,y/3)+
bi(εt,xy/6 + εb,xy/3)(1 − ν))

(17)
Derivatives of the nodal forces gi,t/b,x/y with respect to
the DOFs can be written in terms of the st/b functions,
for instance

∂gi,t,x

∂uj,t,x
=∂gi,t,x

∂εt,x

∂εt,x

∂uj,t,x
+ ∂gi,t,x

∂εt,xy

∂εt,xy

∂uj,t,x

=Ed

4A (bibj
∂st

∂εt,x
+ aiaj

1 − ν

2
1
3)

Functions st, sb depend on x components of εt, εb

only. The subscript x can thus be omitted in their
derivatives. Formulas for the derivatives are in Sec-
tion 2.1. When µ = 1−ν

2 is introduced and common
factor Ed

4A is omitted for brevity, submatrices [Kbend,i,j ]
of the element stiffness matrix associated with the in-
plane DOFs

{uplane}T = {ui,t,x, ui,t,y, ui,b,x, ui,b,y}

are:

i, i :
[
bibj

∂st

∂εt
+ aiajµ/3 aibjµ/3

ajbiµ/3 bibjµ/3 + aiaj/3

]

i, j :
[
bibj

∂st

∂εb
+ aiajµ/6 aibjµ/6

ajbiµ/6 bibjµ/6 + aiaj/6

]

j, i :
[
bibj

∂sb

∂εb
+ aiajµ/6 aibjµ/6

ajbiµ/6 bibj/6µ+ aiaj/6

]

j, j :
[
bibj

∂sb

∂εb
+ aiajµ/3 aibjµ/3

ajbiµ/3 bibjµ/3 + aiaj/3

]

(18)

For a linear element (uncracked bed joints) [Ki,j ]T =
[Kj,i], which implies symmetry of the whole matrix
[K]. For cracked bed joints ht,b ̸= hb,t, the symmetry
is lost.
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4.2. Shear owing to the rotations of
normals

The rotation of normals φ⃗ induces shear deformation,
too. It would not induce any deflection in a consis-
tent isoparametric element and then φ⃗ would simply
be added to γ⃗ to obtain the total shear deformation.
Such displacement pattern is known to imply locking
in thin elements, like it does in the isoparametric vari-
ant of the TT element. In the TM element, φ⃗ induces
a quadratic field of deflection wφ, which must have
zero values at all joints. The deflection should be
compatible with the neighbouring elements along the
boundaries. The antisymmetric part of the normal
component of φ⃗ along an element’s side is assigned to
deflection, the symmetric part to shear deformation,
in analogue, to the TT element. Perfect compatibility
of deflections along boundaries with neighbouring ele-
ments is attained for elements lying in a plane. The
implementation of the outlined displacement pattern
is rather lengthy and it is skipped here. The resulting
constant transverse shear owing to normals rotation
is

γu =
∑

i

[ψi]({ui,t} − {ui,b})

[ψi] =
([

0 −1/3
1/3 0

]

− 1
12A

[
a2

k − a2
j bjaj − bkak

−bkak + bjaj b2
j − b2

k

])
1
d

(19)

The full transverse shear of the TM element is then

{γ} =
∑

i

(
[ψi],

1
2A

[
−ai

bi

]
,−[ψi]

)
{u}i (20)

where indices i, j, k are subject to cyclic replacement.
Formula 20 is necessary with thin shells where shear
locking can occur. Masonry arches and other burried
shells are mostly thick shells. Matrices [ψi] can be
simplified by omitting the second summand in such
applications. Experience with tests and applications
testifies that keeping the second summand improves
the element convergence.

4.3. TM flat slab element
Simple linear constitutive equations are assumed for
the transverse shear,

Vx = Gγx, Vy = Gγy. (21)

Vx is the standard shear force in element local y − z
plane when looking along x axis and Vy is the standard
shear force in element local x− z plane when looking
along y axis.

The contribution of the shear stiffness to the element
stiffness matrix is written down in terms of the 5x5
submatrices associated with the two top vertex, one
transverse and two bottom vertices translational DOFs
of each node. Column matrices [φi] = [−ai, bi]T /2A

and 2x2 symmetric matrices ψij = [ψi]T [ψj ] help to
write down the shear contribution to the submatrices:

[Kshear,i,j ] =

GAd2




[ψij ] [ψi]T [φj ] −[ψij ]
[φi]T [ψj ] [φi]T [φj ] −[φi]T [ψj ]
−[ψij ] −[ψT

i [φj ] [ψij ]


 (22)

Complete 5×5 stiffness submatrices are the sums of
the bending stiffness submatrices 18 extended by an
empty third column and row inserted between the
2×2 subsubmatrices and submatrices 22:

[Ki,j ] = [Kbend,i,j ]extended + [Kshear,i,j ] (23)

The whole element stiffness matrix is the size 15×15
composition of submatrices [Ki,j ], but the submatrices
are assembled in the global stiffness matrix so that
the whole matrix is never set up.

Cracking in the bed joints followed by development
of virtual hinges in the arch have been considered
the dominant failure pattern of masonry bridges since
the early attempts [10], [11] to assess the load capacity.
Other failure modes like shear sliding of the bed joints
or transverse tension cracking of the arch require so-
phisticated material models and properties which are
almost impossible to obtain in the design practice.

This stiffness matrix can be used for the solution of
flat slabs loaded both in and out of plane but in shells,
the bottom face DOFs ub,x, ub,y require a special
treatment since they are not simply shared by the
elements attached to a node.

4.4. TM shell element
The DOFs at the bottom vertices of the elements
connecting to a node do not lie in the same plane
and are not independent of the DOFs at the top
vertices. The equilibrium of the nodal forces at the
top vertices is affected by the nodal forces at the
bottom vertices. These two conjugate deficiencies
must be removed.

The normal to the shell surface is needed for a con-
sistent formulation of the TM element. The normal
is rigid in the frame of the Timoshenko-Mindlin shell
theory, which implies that the displacements of all
points of the normal share the same lateral displace-
ment component. The exact definition of the normal
direction n⃗ would be through the shell surface mathe-
matical definition. For practical applications of the
TM element, it is sufficient to define the unit normal
n⃗i at a node i as the normalized sum of the normals
of all elements connecting to the node, each element
normal length proportional to the sine of the angle of
the two adjacent sides of the respective element. Posi-
tion vectors of nodes are denoted x⃗i and nodes of the
connecting elements i, j, k, ordered counterclockwise
when viewed from the top side of the shell. The sum
is

n⃗s,i =
∑

e

n⃗e sin(αe) =
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∑

e

(x⃗j − x⃗i) × (x⃗k − x⃗i)/(|(x⃗j − x⃗i)||(x⃗k − x⃗i)|)e

n⃗i = n⃗s,i/|n⃗s,i|
Vector n⃗i’s positive direction is outwards from top
surface of the shell. The vector also defines the tan-
gential plane τi at node i, τi ⊥ n⃗i. The top vertices
of the connecting elements share the displacement
r⃗t,i of the top end of the rigid normal. The global
components of vector r⃗t,i constitute the first three
DOFs of the node i. The index of the node is omitted
forthwith since a single node is considered.

The compatibility of displacements at the bottom
facets of the connecting elements demands that the
projections on the τ plane of the bottom vertices
displacements of all connecting elements share the
same displacement vector r⃗b,τ ⊂ τ . A coordinate
system is established in the τ plane such that axis 1
direction vector n⃗1 lies in the intersection of the global
coordinates plane x−z and the τ plane, oriented as the
global x axis. Axis 2 direction vector is n⃗2 = n⃗× n⃗1
(vector product). The component expansion of vector
r⃗b,τ is defined this way. The two components in the τ
plane define the two complementary DOFs of the node.
Note that they are not the displacement components
in the global coordinate system x− y − z but in the
local ‘tangential’ plane instead.

The transformation matrix from global to these
tangential vector components is

[T ]τ =




{n1}T

{n2}T

{n}T


 (24)

The whole bottom vertices displacement vector is

r⃗b = r⃗b,τ + n⃗(n⃗·r⃗t) = r⃗b,τ + n⃗⊗ n⃗r⃗t,

but just the two components of r⃗b,τ ⊂ τ constitute the
two complementary DOFs of the node. The out-of-τ -
plane component depends on the basic three DOFs r⃗t

of the node. Several coordinate systems (all cartesian)
are employed. The global one, common for all, the τ
system, common for a node and the local e systems
of individual elements. The convention is adopted for
component matrices that the matrix with components
in the global system has no subscript τ , in the τ system,
and subscripts e in the element systems. Furthermore,
the transformation matrix [T ]e from the global to the
element system has subscript e. The matrix form of
the expression for the element DOFs is
{

{rt}e

{rb}e

}
=

[
[T ]e 0

[T ]e{n}{n}T [T ]e[T ]Tτ

] {
{rt}

{rb}τ

}

(25)
Recall that both the displacement component matrices
{rb}e and {rb}τ have zero third components so that
the third column and row of the transformation matrix
in 25 can be omitted.

The nodal forces conjugate to {rt}e and {rb}e are
denoted {gt}e and {gb}e. Rigid normals to the shell
surface imply that the equilibrium equations of the

top and bottom joints of a node are not independent.
Just a single equilibrium equation can be written in
the direction n⃗ and it is assigned to the top end of
the rigid normal – the top joint of the node. The two
remaining equations at the bottom joint of the node
include components acting in the τ plane. Component
decompositions of the element nodal forces in the
coordinate axes tripod n⃗1, n⃗2, n⃗ – the node local τ
system, are added in the matrix equilibrium equation
of the bottom joint of the node:

∑

e

{gb}τ,e =
∑

e

[T ]τ [T ]Te {gb}e =





0
0

{n}{n}T {gb}e





The sum includes all elements connecting at the node.
The third (tranverse) components are added to forces
acting at the top vertex of the node to obtain the final
nodal forces of the element:
{

{gt}
{gb}τ

}
=

∑

e

[
[T ]Te {n}{n}T [T ]Te

0 [T ]τ [T ]Te

] {
{gt}e

{gb}e

}

(26)
The transformation matrices of the nodal displace-
ments and forces are transpose of each other, which
testifies to their correctness.

Note that the last scalar equations in 25 and 26
can be omitted and so can be the last columns of the
tranformation matrices. The transformation matrices
are then 5×5 in size. They are specific for each node
of an element since the {n} and [T ]τ matrices are
different at each node. For an easy reference, they
are denoted [Ti] for node i forthwith. The submatrices
[Ki,j ] are transformed to the global coordinate system

[Ki,j ]g = [Ti]T [Ki,j ][Tj ] (27)

and assembled in the system matrix.

4.5. TM element code and test
The TM element has been implemented in a dedi-
cated Matlab/Octave code including a simple graphic
output. Just the shell reference surface is drawn to
keep the view readable. The maximum compression
stresses in the bed joints and the relative depth of
the cracks are inserted in each element. These values
are sufficient to decide on the arch load capacity in
the context of the present model. The graphic output
uses vector graphics so that pictures can be zoomed
in with a stable resolution. The mesh generator [8]
is used for the shell surface meshing. The code is
entirely self-contained, no input data file and pre- or
postprocessing is necessary. It contains just about
660 octave command lines, not including the mesh
generator.

The pinched cylinder with rigid end diaphragms
in Figure 8 is a popular benchmark to test shell ele-
ments. The shell is thin, d/R = 0.01 so that the test
is a severe one for a thick shell element. The bench-
mark solution by double Fourier series with 80 terms
in both directions was first presented in [12] based on
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Figure 9. Convergence of the FEM deflections, ratio
to the benchmark deflection

the work [13]. The Kirchhoff-Love kinematic assump-
tions are used in the benchmark so that a definite
deflection is obtained. Differences can be expected
between the present and benchmark solutions in the
vicinity of the pin force, in particular for fine meshes.
The Mindlin assumptions imply infinite deflection be-
neath the force in the continuum model, thus making
the discretized models mesh dependent and inherently
non-convergent. Owing to the three symmetry planes
just shaded, 1/8 of the cylinder can be considered.
Four mesh densities were considered with 8, 16, 32
and 48 elements along the directrix. The ratio of
the loaded node deflection of the TM finite element
solutions to the benchmark deflection 1.825 · 10−5 is
shown in Figure 9. In spite of the correction of the
transverse shear strain in Equation 20, the residual
shear locking still persisted and affected the results in
this thin shell, in particular, for low densiiy meshes. In
order to reduce it further, the material shear stiffness
in the transverse direction (element local x − z and
y− z planes) was selectively lowered eight times. This
has a negligible effect on the overall response of the
FEM model since the contribution of the transverse
shear compliance to it is small. At the denser mesh
side of the Figure 9, the curve already tends to adopt
to the infinite deflection of the continuum Mindlin
shell and break the Kirchhoff-Love benchmark limit.
The deformed mesh is shown in Figure 10. The ra-
dial component of the deflection along the directrix
from the benchmark solution [12] in Figure 11 com-
pares well to the deformed mesh in Figure 10, note
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Figure 10. Deformed mesh, 48 elements along the
directrix

Figure 11. Radial component of deflection along the
directrix, benchmark by the solid line, [12]

the shalow inward deflection in the lower part of the
front directrix. The precision and convergence of
the deflection beneath the pin force is, as expected,
worse than for elements based on the Kirchhoff-Love
assumptions.

A solution of the Ponikla bridge arch loaded by
characteristic arch selfweight and standard LM1 tan-
dem axle with wheel forces of 250 kN is provided for
the illustration of the code output in Figure 12. Dis-
placements are 2000 times scaled up. In comparison
to the 2D solution of the same bridge arch in Section 3,
the interaction and selfweight of the fill and pavement
are not accounted for, the tandem axle load and mesh
density are slightly different, too. The tandem axle
position in the transverse direction is the extreme
eccentric one within the bounds defined by the EN
1991-2. The differences between the loaded/unloaded
sides of the arch barrel are 1261/405 kPa in extreme
normal stresses in the bed joints and 0.41/0.25 in
relative crack depths. The backfill and pavement stiff-
ness and selfweight reduce the differences in the real
bridge, but the example testifies that the 2D models
need corrections. The 3D bridge model analogue to
the one in Section 3 is currently being worked on.

The absence of rotational DOFs improves the con-
vergence of the iterations. The no-tension, history
independent material model admits a single load in-
crement strategy. In the illustration example, the
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Figure 12. Bridge at Ponikla, 3D shell, compression
stresses [kPa] and relative depths of the cracks in the
bed joints

ratio 0.005 of the RMS norms of the imbalance and
load was reached in 3 iterations.

5. Conclusions
The simplest finite elements for 2D and 3D thick shells
have been developed for applications in masonry arch
bridges limit load analysis. They feature seamless com-
bination with 2D CST and 3D tetrahedron elements
for the bridge’s backfill. Exclusively translational
DOFs are used, which improves the convergence of
iterations. The no-tension condition is applied to the
normal stress in the bed joints planes. The output
minimum normal stresses and cracks depths in these
planes can be used to assess the ultimate limit loads
of a bridge. A sample analysis of an arch of the bridge
at Poniklá testifies that this material law and shell
elements develop a characteristic failure mode of the
stone masonry arch bridges, the gradual creation of
the virtual hinges.
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Abstract. This article considers the feasibility of restoring and maintaining the kinematic accuracy of
the support-rotary device drives by introducing a backlash compensation device into the control system.
The power electromechanical drives of support-rotary device considered in this article contain two
motors, the summation of the torques of which is carried out on a common output shaft. It is shown
that the restoration of the required kinematic accuracy of the drives can be achieved by introducing
one of two variants of an electronic device for backlash compensation into the control system. In the
first variant, equal and opposite displacement signals are introduced into the control signals of the
motors. The second variant introduces an electronic cross-connections backlash compensation scheme
was into the control system. The study of the operation of the support-rotary device drive system
with two backlash compensation devices carried out by a simulation method showed that the use of a
cross-connection scheme is the most preferable and effective.

As a result of the research, it was shown that the introduction of an electronic backlash compensation
device into the control system makes it possible to ensure the operability of the power electromechanical
drives of a support-rotary device with initial kinematic accuracy.

Keywords: Backlash, backlash compensation device, multi-motor drive, tandem control.

1. Introduction
The long-time presence of a large-sized support-rotary
device (SRD) in an open atmosphere leads, as a result
of corrosion, to the appearance of additional gaps in
the gearboxes, and this impairs the kinematic accuracy
of electromechanical drives. It was found that after
the 30 years of SRD being in the open air, the gears
of the drive systems were corrosive, as a result of
which the loss of the metal layer occurred, which in
turn led to the appearance of backlash (gaps) and
a decrease in the kinematic accuracy of the drive
system [1]. The restoration of the kinematic accuracy
of the electromechanical drive of a large-sized SRD
after a long stay in an open atmosphere is of a great
practical importance, and the way to restore it is an
actual scientific task.

There are known ways to compensate for backlash in
mechanical transmissions of electromechanical drives,
described in [2–10], based on the following principles:

a) using mechanical spring devices to compensate
for backlash [2];

b) frequency correction and system bandwidth degra-
dation [4, 5];

c) the use of a backlash and elastic deformation
sensor [5, 6];

d) converting signals from speed and torque sensors
to determine the amount of backlash and elastic
deformations [4, 7];

e) introducing a nonlinear corrective element “dead
zone” into the error signal circuit [6].

Since the drive systems of SRD consist of two drives
operating with the same load (Figure 1), it is possi-
ble to restore the kinematic accuracy by using special
drive channels control circuits to compensate the back-
lash and improve the operation in dynamic tracking
modes.

The greatest development in the multi-motor elec-
tric drive was made using two ways of backlash com-
pensation. The first way of backlash compensation
is similar to the operation of an “electromechanical
spring”, based on the creation of, opposite in sign, but
equal in magnitude, torques that compensate for the
gap, which is implemented by introducing constant
displacements of a constant value into the control
signals of the motors of the drive. Methods to imple-
ment this way are described in [11–17]. Another way
is “tandem control”, based on phase displacement of
control signals for individual electric motors, depend-
ing on the calculated coordinates [18–24]. A feature
of this way is the need to carry out a large amount
of calculations and build a complex digital control
system using microprocessors for its implementation.

303



S. L. Samsonovich, B. K. Fedotov, N. B. Rozhnin, R. V. Goryunov Acta Polytechnica

Figure 1. Kinematic diagram of support-rotary device drive.

Figure 2. Block diagram of a system with non-linearity of backlash.

2. Methods
The article discusses two ways to compensate for the
backlash of a multi-motor electric drive gears, based on
the transformation of a dynamic error signal: the well-
known method of backlash compensating with the in-
troduction of displacement signals (electromechanical
spring) [11–17], and a newly developed method with
a delay of the dynamic error signal [25]. Each of the
methods is implemented by a special electronic de-
vice introduced into the dynamic error channel of the
electro drive.

A comparison of the schemes was carried out by
mathematical modelling. The simulation was carried
out in the MatLab Simulink software environment,
a mathematical model of the investigated drive system
was compiled, consisting of two motors operating on
a common load and the backlash model in the form
of a dead zone coupled with transmission stiffness.

The block diagram of the developed model is shown
in Figure 2. The parameters of the SRD drives are
considered using the example of the signal φ(t) =
Asin (ωt). The following parameter values are used
in the model: electric motor armature voltage – 440 V;
armature current – 115 A; rated power of the electric
motor – 45 kW; rated speed – 750 rpm; the moment
of inertia of the rotor – 2.575 kgm2; gear ratio of the
gearbox – 400; backlash of mechanical transmissions –
0.017 deg.

Initially, the operation of an idealized drive without
any backlash was simulated, as a result, the reference
characteristics of the drive with the guidance signal
was obtained. Then backlash was introduced into the
model and the results of its impact were considered.
Then, one of the electronic devices for backlash com-
pensation was introduced into the control system of
the drives and the parameters were synthesized until
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Figure 3. Backlash compensation with connecting
additional supply voltages.

the reference characteristics of the SRD drives corre-
sponding to the idealized model without backlash was
obtained.

3. Backlash compensation device
with input of displacement
signals

In the well-known scheme with an input of dis-
placement control channels (electromechanical spring
scheme), a certain constant displacement signal is sup-
plied to each channel, equal in magnitude and different
in sign. This creates an expansion of two gears relative
to the common wheel. In the first known works [2],
the thrust torques were created by additional supply
voltages to the electric motors (Figure 3).

Later, to create thrust torques, instead of supplying
voltages to the motors, an electronic device was used,
which introduces displacements into the dynamic error
signal (Figure 4), which is created by the preliminary
displacement block [3]. This ensures opposite torques
of the motors at zero value of the control signal, similar
to the action of a spring.

The control signal θ in a system with the main
position feedback is a dynamic error signal. When
a control signal arrives, for example, a positive one,
the signal value in the corresponding channel is added
to the offset signal, and in the opposite channel, the
offset signal is subtracted from the control signal. If
the values of the control signals are lesser than the
offset value, it creates a thrust torque to compensate
for backlash in the system. When the value of the
control signal exceeds the offset value, the signal in
the second channel will change sign, and both motors
will create torques in the same direction.

4. Backlash compensation device
with cross connections

The disadvantage of the known method of backlash
compensation, based on the introduction of displace-

Figure 4. Backlash compensation device scheme on
input of displacement signals.

ment signals, is the low efficiency of the electric drive
due to the high mutual loading of the electric motors.
In the process of research, in order to compensate for
the influence of backlash in gears, to ensure the sum-
mation of the dynamic capabilities of the channels
in the steady-state motion mode, as well as to de-
crease the mutual torques and increase the efficiency,
a control scheme for the drive channels with the intro-
duction of cross-connections has been developed. The
scheme implements a method for backlash compen-
sation by introducing a delay into the dynamic error
signal of one of the drive channels. The developed
scheme of the backlash compensation device will be
called a cross-connections scheme (Figure 5).

This scheme can be considered as a special type of
tandem control, in which the phase shift is carried
out not by calculating the coordinates of individual
electric motors, but by converting the error signal
by introducing a dynamic delay that depends on the
value of backlash.

The backlash compensation device consists of two
splitters, two switches, two aperiodic links with time
constants T1, T2, a signal module extraction block,
four multiplying blocks, and two summing blocks. The
input of the backlash compensation device is branched
with a splitter to three outputs. Two outputs are con-
nected to corresponding switches. One output of the
switch is connected to the first input of the summa-
tor through the first product block, and the second
through the aperiodic link. The second product block
forms a cross-connection line to the second input to
the second summator. Switches are configured for pos-
itive and negative dynamic error signal. The outputs
of the switches are signals (0, 1) and (-1, 0), respec-
tively. After the switch, one of the branches includes
a signal module extraction block, which is necessary
to match the signs of signals at the outputs of the
products blocks, the second inputs of the four product
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Figure 5. Scheme of backlash compensation device with cross-connections.

blocks are connected to the remaining outputs of the
input signal splitter. The signals from the outputs of
the summation blocks are the output signals of the
backlash compensation device θ1, θ2.

The principle of operation of a cross-connections
scheme is based on the phase shift of the signal in
the second channel, the value of which is selected de-
pending on the amount of backlash. For this purpose,
aperiodic links with time constants T1, T2 are used.
Initially, the values of the time constants are equal to
T1 = T2, then the value – T1,2 is selected depending
on the individual parameters of a separate channel.

It is known that the backlash has the greatest in-
fluence in the tracking system when the direction
of movement is changed; in that moment, there is
a change in the working surfaces (sides) of the gear
teeth, and for the time of this switching, the system
appears to be open. Changing the direction of move-
ment of the control object requires switching channels.
Switches are used to prevent the backlash from open-
ing when the direction of movement is changed. For
this purpose, switching filters and cross-connections
are used.

In the mode of steady motion, after the end of the
transient processes, the signal in the second channel
is close to the signal in the first channel, therefore,
both channels operate in the same direction, in this
mode of movement, the drive torques are summed up.

The backlash in mechanical transmissions causes
amplitude limiting and phase displacement during
the guidance signal processing. If the selected time
constants T1, T2 provide a displacement in the second
channel greater than the displacement produced by
the action of the backlash, then in the electric drive
consisting of two motors connected by a common

mechanical transmission, there will be thrust torques
for backlash compensation.

5. Experiment results
The study of the electric drive operation with a back-
lash was carried out by simulating in Simulink using
the example of a harmonic guidance signal. The re-
sults of the operation of the drive under study with the
known scheme of the backlash compensation device
based on the introduction of displacement signals are
shown in Figure 6. It follows from the graphs that the
dynamics of the drive is close to the dynamics of an
idealized model without any backlash. The smooth-
ness of the change in the coordinates of the electric
drive is ensured in the entire range of development
(Figure 6a). Figure 6b shows significant thrust torques
exceeding the required total torque.

A significant amount of energy is spent on mutual
torques of the motors, which leads to a decrease in the
efficiency of the electric drive, which does not exceed
30 % in the steady-state motion mode (Figure 6c).

The simulation results show that the use of a back-
lash compensation device with an input of displace-
ment signals makes it possible to compensate for the
effect of backlash caused by corrosion and ensure
the required accuracy of operation. The operating
parameters, in terms of processing the control signal,
are as close as possible to the parameters of the drive
without backlash, however, the high thrust torque
leads to high energy costs and a decrease in efficiency.

The results of the operation of the drive with a cross-
connection backlash compensation device when small
values of T1,T2 = 0.2 s are selected (the displacement
in the second channel is lower than the displacement
produced by the backlash) and when a harmonic guid-
ance signal arrives are shown in Figure 7. The simula-

306



vol. 62 no. 2/2022 Results of research on backlash compensation in a power . . .

(a).

(b).

(c).

Figure 6. The operation of the drive with a backlash compensation device with input of displacement signals with
harmonic guidance signal: a) guidance signal – φc, execution of the guidance signal by the drive – φobj , and dynamic
system error signal θ; b) torques developed by motors and total drive torque; c) efficiency of the electric drive.

tion showed the drive execution to the guidance signal;
when the sign of the dynamic error signal changes,
a shift in the amplitudes of the torques of individual
motors is observed (Figure 7b), which compensates
for the backlash effect. A feature of the work is the
absence of thrust torques. Figure 7c shows the change
in the efficiency of the electric drive, which in the
steady state motion mode, approaches 80 %.

Figure 8 shows the harmonic guidance signal pro-
cessing by the drive when high values of the time
constants T1, T2 = 1.0 s are selected. In Figure 8b,
you can see that an increase in the time constants led
to the appearance of thrust torques, which function
in almost the entire operating range. Thus, when
choosing high values of the time constants T1, T2, the
backlash is compensated by creating thrust torques
by an electric drive, similar to the action of the known
device with the input of displacement signals. The
disadvantage of this mode, as in the case of the known

device, is the decrease in efficiency of the electric drive
(Figure 8c), which in the mode of steady motion is in
the range of 30–40 %.

The dependence of the efficiency of the electric
drive on the selected values of the time constants T1,
T2 is shown in Figure 9. The graph was obtained
by simulating the processing of a harmonic guidance
signal with an amplitude of 10 by an electric drive.
The figure shows that an increase in the time constants
T1, T2 leads to a decrease in efficiency, since thrust
torques begin to appear in the system, which leads to
energy losses.

By simulation, it was found that for the selected
guidance signal and the amount of backlash, there is
such a value of the time constant – T1, T2 = 0.65 s, at
which the phase displacement in the second channel
is close to the displacement produced by the back-
lash. Relative to this point, a combined graph of the
dependence of the efficiency of the electric drive and
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(a).

(b).

(c).

Figure 7. Operation of the drive with a cross-connection backlash compensation device with a harmonic guidance
signal when small values of the time constants T1, T2 are selected: a) guidance signal – φc, execution of the guidance
signal by the drive – φobj , and dynamic system error signal θ; b) the torques developed by the motors and total drive
torque; c) the efficiency of the electric drive.

the torques of individual motors on the value T (Fig-
ure 10) is plotted. For convenience, this point will be
called the transition point. When choosing values –
T1, T2 to the left of the transition point, the electric
drive will operate without thrust torques, to the right
– there will be thrust torques in the system. An in-
crease in the values of T1, T2 significantly to the right
of the transition point will lead to a decrease in the
participation of the second channel in joint work, up
to the transformation of the drive into a single-channel
drive with a passive load.

This graph is only valid for a specific backlash value
and guidance signal parameters. When the values T1,
T2 = 0 are selected, the drive will operate without
displacements and the signals in the channels will be
equal.

An increase in backlash will lead to a shift of the
transition point to the right, a decrease in backlash
– to the left. Specific values – T1, T2 depend on the

speed parameters of electric motors and power am-
plifiers, therefore, the choice of values must be made
individually, based on a combination of parameters.

When considering the operation of the cross-
connections backlash compensation device, it was
found that the electric drive can operate with the
device in two modes of operation: with thrust torques
and without thrust torques. The thrust torques mode
(Figure 8) occurs when the control signal in the second
channel (reversible) has a displacement greater than
the displacement caused by the backlash.

Without thrust torques (Figure 7), the indicated
displacement is lesser than the displacement produced
by the backlash, and in this mode, the electric drive op-
erates more efficiently. If the drive operates only with
certain, previously known guidance signals, then it is
possible to fine-tune the operating modes of the cross-
connections backlash compensation device (with or
without thrust torques). When the drive is operating
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(a).

(b).

(c).

Figure 8. Operation of the drive with a cross-connection backlash compensation device with a harmonic guidance
signal when large values of the time constants T1, T2 are selected: a) guidance signal – φc, execution of the guidance
signal by the drive – φobj , and dynamic system error signal θ; b) the torques developed by the motors and total drive
torque; c) the efficiency of the electric drive.

Figure 9. The dependence of the efficiency of the electric drive on the selected values of the time constants T1, T2.
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Figure 10. A combined graph of the dependence of the drive efficiency and the torques of individual motors on the
value – T .

with arbitrary (random) guidance signals, a variable
operation of the electric drive with backlash in gears
in two modes is possible: with and without thrust
torques.

6. Comparison results
The comparison of the schemes of the backlash com-
pensation devices shows that the device based on the
introduction of the displacement signal is the simplest
to implement and gives an effect similar to the ef-
fect of a mechanical spring. The simulation results
shown, when choosing the smallest value of the er-
ror signal displacements according to the condition
of the absence of self-oscillations, one of the channels
develops a torque that is almost twice the required
one (Figure 6b), while excess energy is expended to
create thrust torques. The effect of backlash com-
pensation in the dynamics is achieved by significant
energy losses for the mutual torques of the channels.
The efficiency of a drive with a device with an input of
displacement signals with a harmonic guidance signal
does not exceed 40 %.

The cross-connection scheme shows that, when
a small value of the time constant of the aperiodic
block is selected due to the absence of self-oscillations
in the steady-state mode of motion, the summation
of the torques of individual motors is provided; the
backlash is compensated by shifting the control sig-
nals in individual channels. The dynamics of the main
movement is close to the dynamics of the ideal model
without any backlash. The efficiency of the electric
drive approaches 80 % when processing the harmonic
guidance signal.

An increase in the time constants T1, T2 of the
aperiodic links leads to a change of the operation
of the electric drive. The thrust torques of the elec-

tric drive appear (Figure 8b), which increases the
energy consumption and leads to a decrease in effi-
ciency (Figure 8c), similar to the device with an input
of displacement signals.

The use of a backlash compensation device for
a drive containing two control channels will ensure the
required kinematic accuracy of drive systems during
the operation and will not require any additional effort
to restore accuracy.

The simulation showed that the developed device
for backlash compensation with cross-connections al-
lows ensuring the accuracy of an electromechanical
drive with backlash in mechanical transmissions, and
compensating for the gap caused by prolonged idling
periods so that when the dynamic error signal changes,
it creates a shift in control signals in individual chan-
nels, providing a compensation for backlash, and in
the mode of steady motion, it creates the summation
of the torques of the channels.

When choosing large values of the time constants
T1, T2 of a cross-connection device, the backlash is
compensated by creating thrust torques, similar to
a device with an input of displacement signals; in this
case, the efficiency does not exceed 40 %. The choice
of small values of the time constants T1, T2 of the
aperiodic links of the backlash compensation device
provides high-speed performance, an increase in the
accuracy of operation (the value of the dynamic error
is lower (Figure 7a)) and an increase in efficiency of
up to 85 %.

An analysis of the operating parameters of a drive
with various schemes for constructing backlash com-
pensation devices testifies that it is advisable to use
a circuit with cross-connections.
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7. Conclusions
(1.) The conducted research on compensation of back-

lash in mechanical transmissions of a power elec-
tromechanical drive by introducing various devices
for backlash compensation shows that the devices
provide the required dynamic characteristics with
different energy efficiency.

(2.) The proposed electronic device for backlash com-
pensation allows, due to the transformation of the
signal of the dynamic error of the system in low-
power electrical control circuits, to create a shift of
signals in each channel so that when the sign of the
signal of the dynamic error changes, it compensates
for the backlash, and when the motion is steady,
the torques of the individual motors are summed
up.

(3.) It is shown that the proposed cross-connection
backlash compensation scheme provides a kinematic
accuracy with increased efficiency, which is two
times higher than the efficiency of the circuit with
the input of displacement signals.
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Abstract. The area of secondary settling tanks modelling using numerical methods has been quite
extensively explored and researched by numerous authors and papers. These models utilize different
approaches, from efforts to create a solely deterministic models to attempts to generalized or calibrated
empirical models. Nevertheless, the processes are not easy to simulate due to the high complexity of
the physics involving multiple phases, bio-chemical reactions and non-Newtonian fluids. Therefore, an
additional effort should be focused on improving these models and to validate them against experimental
measurements. This article is focused on creating a numerical model for settling tank optimization,
which builds on the previous works and is then extended with newly obtained relations from vast
experimental measuring using the database approach.

Keywords: CFD modelling, secondary settling tank, sludge database.

1. Introduction
The field of numerical solutions of the Secondary Set-
tling Tanks (SST) has been under the scope of many
researchers and over the years, numerous different
models have been developed in order to describe the
driving physics.

The comprehensive summary of early works in SST
modelling was done by Ekama [1] and was later ex-
tended by Samstag [2]. Firstly, he mentions the his-
torically first attempts to use CFD for sedimentation
purposes done by McCorquodale and his student using
the method of Roache [3] and Patankar [4]. Later,
Zhou & McCorquodale [5] used a standard k-e turbu-
lence model with the incorporation of solids transport
and a settling model using double exponential equa-
tion of Takacs [6]. They concluded that the velocity
pattern of the water-only flow is significantly different
from the one containing solids.

A more advanced model was introduced by Gri-
borio [7], who developed a model that included also
flocculation and used the vorticity/stream function
to model the fluid pressure correctly. The impact of
flocculation in the centre-well design tank was studied
in Griborio & McCorquodale [8], they stated that the
influence of flocculation on the hydraulic performance
is low. A recognizable author is De Clercq [9], who
introduced a 2D model based on a commercial solver
that took into account flocculation, solids transport,
and density coupling with the Herschel Bulkley rheo-
logical model.

The possibilities of using a mixture model are well
described in a PhD thesis by Burt [10], where the
author tries to extensively validate and verify an ex-
tended drift flux model to be used in clarifier processes
modelling. As a result, he points out that improved
models are required for flocculent and discrete set-

tling, since those cannot be captured by the standard
Takács settling function.

The general problem is to incorporate all 5 regimes
of sedimentation into one framework, which leads to
the need for a generalized sedimentation model. In
the recent years, there have been several attempts
to do so, Morse, Sickza, & Nielsen [10] or Ramin, et
al. [11] who introduced an extension of Tákacs’ model
for hindered settling to account for the compressive
settling region. One of the most recent models is from
Wimshurst & Burt [12], who modified the standard
Tacacs’ settling equation to account for lower velocity
compression settling, but does not properly account
for the floculant and discrete settling phase, as he
points out in the paper. He also demonstrates a use
of a response surface method to predict the behaviour
under different conditions without the need to use
a CFD model. This response surface is created by
64 CFD simulations of different conditions, but is
not compared to any measured data to validate its
accuracy outside the initial data.

The developed models differ by XD approach, the
complexity of the physics taken into account and by
the approach chosen. One type of the models is fo-
cused on discrete particle settling using different par-
ticle classes and modelling their kinematics, which
does not capture the hindered phase correctly and
seems not to be the correct path for a generalized
sedimentation model for several reasons. The second
type of models considers the sludge phase as monodis-
perse, which is beneficial for the hindered phase but
struggles to correctly account for the flocculation and
discrete particle sedimentation phase. But the recent
research focuses on these models as they are contin-
uously being improved. Nevertheless, what all these
models share in common is that their performance
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Properties recorded for every sample External properties
Sampling – depth in the tank SST inlet flow rate
Sampling – radial coordinate of the tank SST outlet flow rate
Time and date SST sludge removal flow rate
Temperature SST inlet suspended solids concentration
Hindered sedimentation velocity SST outlet suspended solids concentration
Viscosity SST flocculant dosage
Sludge volume index Weather (dry/rain)
Density SST suspended solids concentration profile
Suspended solids concentration
Flocs size distribution (small, medium, large)
Microflocs
Core consistency (compactness)
Filament index
Fragmentation
Buoyancy
Turbidity

Table 1. Sludge sample properties and external properties recorded during experimental campaign.

decreases when used outside the sludge parameters
they were calibrated on or require to obtain the sludge
parameters for every settling tank they are trying to
assess. Also, to this point, the CFD models are not
validated against the real values in settling tanks dur-
ing operation but rather against laboratory measured
data, which is not optimal given the number of factors
influencing the sedimentation.

This paper describes an attempt to create a gener-
alized sedimentation model with a different approach
from all previous works. It utilizes the Tacacs’ sed-
imentation equation for the hindered settling, as it
has been verified many times before, to provide good
results for hindered settling phase, but modifies it by
additional sub-models to account for the flocculation
phase and floc breakups but more importantly, adds
a modifying coefficient to the Tacacs’ sedimentation
curve to allow for an adjustment to different flow and
sludge conditions as the sedimentation is influenced by
numerous biological and chemical aspects that change
the settleability of the sludge and cannot be described
by a single parameter.

The novelty of this approach lies in the utilization
of a big set of experimental data obtained over a long
period of time. These data were put into a database
in order to find relations between different influences,
which allows to create a CFD model that can account
for the sedimentation changes under different tank
conditions. To be able to validate the model, a screen-
ing method for monitoring the suspended solids con-
centration distribution inside the settling tank was
developed.

2. Materials and methods
The methodology consisted of several subsequent steps.
First, the experimental data of the sludge properties
of interest were gathered at the Central Waste Water

Treatment Plant in Prague (CWWTP) from two dif-
ferent SSTs. Subsequently, the measured data were
evaluated partly on-situ and partly in the lab for
a more complex sampling. For each sample, a report
including all measured and calculated properties was
made. Due to an extensive amount of data gathered
over a period of two years, a database framework was
created to process that data and to find sludge sedi-
mentation dependencies, which were then used as an
input for the CFD model.

For the purposes of running the tests in-situ, a tem-
porary field lab was built next to the SSTs. It houses
two settling columns for sedimentation tests, vis-
cosimeter, sludge pump and other accessories.

There were total of 9 data gathering campaigns
from April to October 2017 from SST DN1 and then
from April to September 2018 from tank DN3. Specific
data for the need of the numerical model were also
measured in 2019. A total of 136 complex samplings
were conducted. The extent of data analysed for each
sample is summarized in Table 1.

One of the main tests was the settling column test
conducted at the site. Two three-meter-high cylin-
drical columns with a diameter of 0.3 m were used.
The sludge from different locations in the SST was
pumped into the columns up to the height of 2.8 m
using a standard submerged sludge pump. The height
of the interface between the water and the sludge was
recorded each 5 minutes for the entire length of the
test taking 1 or 2 hours. The outcome from this test
was the hindered settling velocity (HSV) taken as the
slope of the curve linear part (m/h). Later in the CTU
lab, spectrophotometry was used to obtain the con-
centration of extracellular polymers (carbohydrates,
proteins and humic substances). The suspended solids
concentration was measured gravimetrically.

Rheological properties of the samples were mea-
sured using the rotary viscometer Rheometer RC20.
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Figure 1. Distribution of suspended solids concentration in the SST (mg/l) – rainless flow.

The tests were conducted in a cylinder/cylinder setup
suitable for non-Newtonian fluids. The strain rate
range was chosen to be 0–1000 s−1 during the tests
in 2017 and then changed to 3.5–500 s−1 during 2018.
The overall time of the test was 300 s with the resolu-
tion of 50 values per test. The postprocessing of the
data was done in Rheotec 3000, v2.0. The dynamic
viscosity was calculated as:

µ = τ
∂u
∂y

, (1)

where µ is dynamic viscosity (Pa · s), τ is shear stress
and ∂u

∂y is the strain rate.
The maximum strain rate in the SST obtained from

a CFD simulation was around 20 s−1, meaning that
the resolution from the Rheometer RC20 was not suffi-
cient for analysing the sludge in the SST as there was
only 1 value between 0 and 20 s−1. Changing the max-
imum test strain rate and/or sample resolution did
not lead to usable results with the Rheometer RC20.
Consequently, in 2019, a new viscometer Brookfield
DV2TLV was obtained in order to measure the vis-
cosity in the interested range of 0–20 s−1.

The density of the sludge was measured using
a 100 ml pycnometer. The weight of a dry pycnometer
was recorded and then it was filled with the sample
and closed. The redundant sample overflowed through
a capillary and its weight was measured. The den-
sity was then calculated from the weight difference
of a dry and full pycnometer. Also, the temperature
of the sample was recorded using WTW Multi 3430
multimeter.

Sludge volume index (SVI) was determined as a spe-
cific volume of activated sludge after 30 minutes of
settling in a 1 l container related to the suspended
solid concentration.

SVI = V30
X

, (2)

where V30 is the settled sludge volume and X is the
suspended solids concentration.

The concentration of suspended solids was mea-
sured gravimetrically according to Horáková et al. [13].

As a filter, Pragopor nitrocellulose 0.4 µm was used,
pre-dried at 105 ◦C. The filtered volume was cho-
sen based on the suspended solids concentration. It
ranged between 5–20 ml for sludge samples, 50 ml for
supernatant and 100 ml for the water outflow.

2.1. Sludge concentration profile
For the numerical model validation, it is important
to capture the distribution and depth of the sludge
blanket. For that purpose, an innovative approach
was developed [14]. It is based on the suspended
solids concentration measuring using the Cerlic Mul-
titracker and then postprocessing the data in Matlab
to visualize the concentrations in the SST.

The handheld multitracker consists of a probe con-
nected to the device through a several-meter-long
cable. As the probe is being submerged into the tank
to the bottom, it continuously records the suspended
solids concentration creating a vertical concentration
profile.

This profile was measured at the SST at the radial
distance of 3 meters from the tank’s centre and then
at each 2 m increment until the outer wall of the
SST, with the last profile being taken at the radial
distance of 21 m. These data were then assembled in
Matlab to create a 2D concentration map (Figure 1).
It vividly displays the position of the sludge blanket
and provides more insight into the state of the sludge
in the tank during different events such as rain flow. It
serves as a main validation tool to compare the CFD
model results with, as these distributions can be taken
at any moment to validate different flow scenarios and
conditions.

2.2. Sludge properties database
To consolidate the big amount of data obtained during
the campaigns, a database system was developed. For
that purpose, a commercial software Microsoft Access
was used as a platform. Developing the database
system was both beneficial and necessary from several
aspects:
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• ability to sort and show all properties and values
from a certain sample,

• possibility to easily compare samples and to find
relations between properties,

• ability to categorize and to create sludge groups
based on the settling properties.

Each sample underwent several different tests. The
settling column test and viscosity measuring was done
in-situ, where microscopic test, sludge volume index,
ECPs and densities were analysed in the CTU lab.
On top of that, external parameters such as SST
inlet and outlet flows and concentrations, flocculant
dosage and weather information needed to be included
as well. For that purpose, each sampling was given
an ID through which all the tests can be connected
together in the database. Choosing a certain sam-
pling ID brings all the parameters associated with
that sampling in a well-arranged matter. Plotting
the properties from all samplings at once enabled
to identify wrong data and error measurements and
to exclude them from the database in order not to
influence the relations.

Creating the database required an extensive amount
of man hours and thus was developed with a coopera-
tion of a small team who went through the input data
a cleared them from any corrupted measurements,
wrong readings and other misplaced data.

2.3. CFD model development
The framework on which the numerical model is built
is the commercial CFD software Ansys Fluent. It is
not the goal of this work to develop a new CFD code
from scratch but to extend the ability of a widely used
CFD code to simulate the specific behaviour of sludge
in SSTs. That enables an easy deployment of the
sludge settling model to any user with the Ansys Soft-
ware package. The Ansys software package provides
all the necessary tools for creating geometry, mesh-
ing, post-processing and already implements transient
implicit solver, multi-phase models and common tur-
bulence models.

The CFD sedimentation model is implemented
through utilization of user defined functions (UDFs)
to handle the flocculation, sedimentation and rheol-
ogy of the sludge. This model can be easily adjusted
through parameters to respect different sludge types
and behaviour which extends its usage to be applied
at any settling tank beyond the experimental one.

The developed numerical model consists of several
sub-models, each handling different part of the sludge
behaviour:
• flocculation sub-model handles the initial phase of

the settling process, the flocculation and particle
breakup,

• sedimentation sub-model is responsible for hindered
zone and compress zone sedimentation,

• rheology sub-model is based on the non-Newtonian
characteristics of the sludge.

2.3.1. Rheology
The purpose of the rheology sub-model is to find
a relation between suspended solids concentration and
strain rate. In the CFD model, both the strain rate
and concentration are known so a viscosity can be
calculated and assigned accordingly to each cell.

A total of 41 samples were analysed using the vis-
cometer which outputs the relation between strain
rate and shear stress. Using the well-known equation,
the apparent viscosity was calculated:

µm = τ

γ̇
. (3)

The data showed a good correlation with the Cas-
son sludge type, that is described by the following
equation:

τ
1
2 = τ

1
2

0 + η
1
2∞ · γ̇

1
2 , (4)

where τ0 is the Casson yield stress that needs to be
overcome at zero shear rate and η∞ is the Casson
plastic viscosity. These parameters differ for each
sample based on the solids’ concentration, so we can
obtain the function from a regression analysis of the
data. The selected data to extract the dependency
are the curves with c = 4.9 g/l and c = 13.5 g/l to
capture both the low and high concentration profiles.

From the regression of the data the τ0 parameter
shows a linear dependency on the solids concentration
that can be described as:

τ0 = 6.35 · 10−2 · c − 1.58 · 10−1. (5)

Also, the η∞ can be described using a linear function:

η∞ = 7.51 · 10−5 · c + 1.85 · 10−4. (6)

Eventually, we can create a viscosity function based
on the solids concentration:

τ1/2 = (6.35 · 10−2 · c − 1.58 · 10−1)1/2

+ (7.51 · 10−5 · c + 1.85 · 10−4)1/2 · γ̇1/2. (7)

In the Figure 2, the aforementioned function is plotted
against experimental data. One is constructed for
c = 4.9 g/l with τ0 = 0.15 and η∞ = 5.5 · 10−4 to
show low solids concentration region fitting and one
for c = 13.5 g/l with τ0 = 0.7 and η∞ = 1.2 · 10−3 to
show high solids concentration fitting. Only some of
the sampling data are shown for better clarity.

2.3.2. Sedimentation
Overall, 108 samples were measured using the set-
tling columns. However, 20 of the samples did not
create a sludge-water interface and were therefore
omitted from the data which is usually the reason for
suspended solids concentration over 14 g/l.
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Figure 2. Fitted Casson sludge type rheology model.
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Figure 3. Dependency of settling velocity on solids concentration.

V0 rh Xmin rp

[m/h] [m3/kg] [m/h] [m3/kg]
10.08 0.35 0.008 3.5

Table 2. Obtained coefficients for the Takacs’-
Vesilind settling curve.

The sedimentation sub-model origins from the well-
known Takacs-Vesilind model:

Vs = V0e(−rH ·(X−Xmin)) − V0e(−rp·(X−Xmin)), (8)

where V0 is the maximum settling velocity, Xmin is the
minimum solids concentration at which settling occurs,
rH is a parameter describing the hindered zone and
rp is a parameter characterizing the low concentration
settling. These parameters can be deducted from the
batch column test data by linear regression same as
the Vesilind parameters.

The settling velocity against suspended solids con-
centration was plotted on a natural log to linear scale.
The gradient of the slope and the intercept of the
curve are the V0 and rH coefficient respectively as
shown in Figure 3.

From the regression the V0 = 10.08 m/h and rH =
0.35 m3/kg. The Xmin parameter was measured by

using decantation and resulted in 8 · 10−3 m3/kg. The
last parameter rp is generally considered to be a one or-
der of magnitude larger than rh, thus rp = 3.5 m3/kg.
The summary of the coefficients is presented in Ta-
ble 2.

It is apparent from the plot that the curve does not
perfectly copy the shape of the source data. The set-
tling velocity of the samples with low suspended solids
concentration of x < 2 g/l are undervalued where the
velocity of the samples with higher concentration of
x > 3 g/l are slightly overvalued. The main reason
for this is the fact, that the samples were taken over
a long period of time (almost 2 years) and although
they all come from a single WWTP, the properties of
the sludge and especially the settleability may vary
depending on the actual condition under which the
samples were taken and thus creating a significant
variance. This is very important to notice as this is
actually the cumber stone of sludge settling models –
they are fitted on very limited set of data representing
usually only one flow condition.

It becomes apparent from the Figure 4, that a single
averaged settling curve cannot enclose all the differ-
ent sludge conditions and differentiate between well
settling and badly settling sludge relatively to the
suspended solids concentration.
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In order to be able to compensate the settling curves
for different condition without the need to rerun the
expensive batch settling measurement every time, an
envelope is created to mark the maximum and min-
imum boundaries. That produces two new sets of
settling curves as can be seen in Figure 4.

It is apparent from the range of min and max curves,
that the settling velocity for the same sludge solids
concentration may differ significantly. That corre-
sponds to the fact, that there are other factors with
a strong influence on the settleability of the sludge.

The settling curves are based on the ZSV which is
considered to be a lumped parameter that inherently
embeds sludge morphological, physical and chemical
factors. Given the fact that a sludge property database
was created during the campaigns, it is possible to try
to find other relations between sludge settleability and
other factors such as SVI, rain conditions, filament
index, flocculant and coagulant dosage or retention
time.

After investigation the relation between settleability
and other factors, it turned out that from the gather
data, there is no statistical dependency for rain, floc-
culant dosage, coagulant dosage and not enough data
to asses the filament index. On the other hand, the
SVI shows a logarithmic correlation of the data. Low
SVI results in better settling performance and vice
versa which corresponds to the general experience [15].
This correlation is valid for both dry and rain samples.

Now we can transform the Y-axis into a V0 Correc-
tion Coefficient and add another parameter called rH

Correction Coefficient. These coefficients will serve
as modifiers to the original Vesilind-Takacs exponen-
tial function to adjust the settling curve and we can
rewrite the equation as follows:

Vs = 10.08 · V0ce(−0.35·rHc·(X−0.008))

− 10.08 · V0ce(−3.5·rHc·(X−0.008)). (9)

The dependency of the coefficients can be seen in
Figure 6.

The ultimate benefit of this modified equation is
that we can now construct a custom settling curve
based only on a suspended solids concentration, flow
rate and SVI for any sample. That means that the
numerous samples laboratory batch settling tests re-
quired every time when we want to run a numeri-
cal model simulation can now be completely avoided.
That significantly simplifies the preparation work to
run a CFD simulation of the SST and more impor-
tantly, it expands the usage of CFD settling model
outside the batch test specific WWTP.

The aforementioned models were converted into C
language code and were implemented into the Ansys
Fluent CFD solver using User Defined Functions. The
simulation was run in 3D using 1

4 of the tank and
periodicity.
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Figure 7. Results of sludge water interface evolution.

3. Results and discussion
First validation was done using the recorded batch
settling column test where the water-sludge interface
is of an interest. The column has a height of 3 m and
diameter of 0.3 m. Initial suspended solids concentra-
tion was 5.7 g/l. As it can be seen from the Figure 7,
the evolution of the interface is similar between CFD
and experiment.

The 3D tank validation was done at settling tank
DN3 located at the Prague WWTP within the old
treatment plant. The radius of the tank is 21 m and
depths are 5 m at the sludge removal pit and 2.1 m
at the outer rim. The influent is a pipe located tradi-
tionally in the centre area. The inlet zone is bounded
by 8 pillars supporting metal plates. The outlet area
is located 17 m from the centre and consists of two
circular weirs.

The geometry of the tank has a cylindrical periodic-
ity and therefore only 1

4 of the geometry was modelled.
The inlet is considered to be a mass flow inlet and
atmospheric pressure is setup at the outlet. Sludge re-
moval is modelled as mass flow outlet. The side walls
of the model are modelled as periodic to capture the
symmetry. Top boundary that represents water-air
interface is modelled as symmetry boundary condition
– it ensures a non-zero velocity at the boundary.

For the tank DN3, a dry conditions scenario was
simulated and compared to the experimental mea-
surements. The flow rate 0.635 m3/s represents the
standard flow at the tank during normal conditions
and was measured on 16th June 2016. The SVI at

the tank inlet was 55 mL/g, which corresponds to the
V0c = 1.31 and rHc = 1.18.

The comparison of the suspended solids concen-
tration between CFD and experiment can be seen on
Figure 8. It is clear that the CFD model shows a good
match with the experiment. Right after the inlet zone,
there is a rising sludge eddy which is well-captured by
the model. Also, the sludge blanket height matches
the experiment.

Another validation was done on a tank DN1 which
has a different inlet zone. The rain flow from 16th
April 2018 was chosen and is represented by the
0.87 m3/s flow rate and the concentration of suspended
solids c = 3.3 g/l. The SVI was measured 270 mL/g
which corresponds to the correction coefficients of
V0c = 0.9 and rHc = 0.89.

From the results of the rain event, the experiment
shows an area of an increased blanket height after
the inlet zone. The same phenomena can be seen
from the CFD results, even though the peak is more
apparent. Also, the overall sludge blanket height
matches well between CFD and experimental data.
The concentration of suspended solids is slightly over
predicted by the model which might be caused by the
fact, that during the rain events, the sludge properties
vary quickly and the measured SVI at the moment
might not have corresponded to the sludge SVI already
in the tank because the retention time. That leads to
the question of when to measure the SVI during the
rain events to realistically capture the tank average
and more effort should be put into this matter.
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Figure 8. Comparison of the sludge blanket in DN3 between CFD model (left) and experiment (right).

Figure 9. Comparison of the sludge blanket in DN1 between CFD model (left) and experiment (right).

The aim of this paper was an attempt to create
a CFD model for secondary settling tanks which would
be calibrated on a data obtained through a measur-
ing campaign but also to try to generalize the model
enough so it would be possible to use it on differ-
ent tanks with different type of sludge. Based on
a database data processing a new coefficient was used
to extend the Takacs settling curve in order to com-
pensate for better or worse settling sludges based on
their SVI. That way it is possible to adjust the settling
model based on an inlet flow rate, suspended solids
concentration and SVI.

Further work should be aimed to test the model
against different settling tanks and compare its per-
formance. Also, additional work should be done to
better the compression settling model which might
lead to more accurate suspended solids distribution
at the tank bottom.
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Abstract. This article focuses on masonry arch railway bridges. The main topic is the algorithm,
which was developed for the purpose of a non-linear arch bridge analysis. The sensitivity analysis of
the input parameters of the calculation was carried out. Subsequently, the study was carried out for
the comparison of four calculation methods. For this comparison, a set of arch bridges were chosen. Two
methods used commercial software, and the other two methods were developed. One of the developed
algorithms uses a simple linear calculation. The second developed algorithm uses an iterative approach
to handle material and geometrical non-linearity. The first commercial software method uses 2D
non-linear models, the second method is a limit collapse analysis using the software LimitState:RING.
These three methods were developed to handle the SLS (serviceability limit state) criteria, and their
results were compared to the result of LCC at the ULS (ultimate LS) using LimitState:RING.

Keywords: Non-linearity, masonry, arch bridge, load carrying capacity.

1. Introduction
Masonry arch bridges are some of the oldest types
of bridges in the world. Within the last century,
these structures stopped being constructed. Therefore,
the arch bridges, which are now still used as railway
bridges, are from fifty to one hundred and fifty years
old. For this reason, the tensile strength of the mortar
should be considered to be at a zero level. On that
account, the geometry of a thrust line of an arch
is impacted. The linear calculation cannot handle
the crack opening, which causes significant changes
to the final thrust line.

The developed algorithm (hereinafter referred to
as MVo) has two modes. In the first mode, just one
linear calculation is completed, and the forces are ver-
ified directly after the first step. In the second one,
the arch verification is done after the convergence of
the steps of the non-linear analysis. The developed
algorithm uses a beam model. This has two advan-
tages: the algorithm is simplified and there is a lesser
amount of computation time. The non-linear calcula-
tion means that the load carrying capacity, hereinafter
referred to as LCC, is calculated iteratively for all load
steps of the moveable load, which is time consuming
even when using the beam model (for this article,
around a hundred arch bridges were analysed using
a usual computer, and the total computation time
was around four hundred hours). The disadvantage
is that the model parameters, such as the geome-
try of nodes and cross-section properties, must be
completely renewed in every step of the calculation,
therefore creating the algorithm of such a calculation
was time-consuming for the programmer. The mod-
elling of arch bridges using non-linear beam elements
was proposed by [1] and used, for example, in [2].

The LCC is assessed according to [3] as a multiple of
load model 71, which can pass the bridge safely (under
conditions described in Section 5). This multiple is
called ZLM71.

The masonry can be modelled in several ways. For
example, both the atomic model and detailed 3D
model are simulating the masonry elements and mor-
tar separately. The simplest method is to homoge-
nize, in a suitable manner, the masonry in one ma-
terial. This approach is referred to in [4], the main
code of masonry structures, which is, according to [5],
called “yield line theory” and is based on laboratory
tests conducted on brick masonry walls subjected to
lateral loads, showing that failure takes place along
a well-defined pattern of lines. Other homogeniza-
tion techniques are described in the paper [6], which
addresses many different homogenization methods
available in the literature, showing their advantages
and disadvantages. The strategy employed in [7] is
based on the well-established first-order homogeniza-
tion schemes, e.g. [8].

The material non-linear behaviour of masonry is
impacted mainly by the low or zero tensile strength
of the masonry [9]. The tensile strength can be usu-
ally neglected, but, for example, in the article [10],
the tensile strength is used and the increase of bear-
ing capacity is shown. At the SLS (serviceability
limit state), the crushing of masonry is not allowed,
at the ULS, the crushing can occur and in RING
(LimitState:RING – see [11] software), even plastic
hinges and the sliding of blocks of the arch can oc-
cur, until the moveable mechanism of structure, and
therefore collapse of the arch occurs. The geometric
non-linearity is handled only in the created algorithm,
MVo. The effect of geometric non-linearity cannot be
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Δ

Figure 1. The model used in the first step of the cal-
culation.

neglected just for the case of arches of a large span
and low ratio sagitta over the span of the arch. In
this article, a sensitivity analysis of key input param-
eters is going to be performed using the MVo code.
Afterwards, the results of four calculation methods
will be compared:
• MVo code – modelling using beam elements,

▷ Linear (SLS analysis),
▷ Non-linear (SLS analysis),

• Scia – planar elements were used (SLS analysis),
• RING (ULS analysis).

2. The used method – MVo
The algorithm which was created using the MAT-
LAB software can handle circular arch bridges or arch
bridges given by the set of points representing arch
axis and input of the desired degree of a polynomial,
which will be used for finding a smooth geometry
of the axis of the arch by the least square method.
It is assumed that such a set of points can be ob-
tained, for example, by geodetic measurements. In
this article, the results of circular arch bridges will be
presented. See the example of the Legion Bridge in
the literature [12], for which the geometry was fitted
by the least square method of the polynomial of 8th
degree. The main property of the model is that it
uses beam elements. From 128 to 256 elements are
used. The axis of the original arch is considered for
the first step of the calculation. Due to crack opening,
the geometry changes. According to these geometry
changes, the cross-section properties (area and mo-
ment of inertia) are changed correspondingly. The new
geometry of every node of every step is “guessed” as
a geometry of a thrust line of the previous step.

The springs representing the backfill behaviour act
linearly for compression in the soil and the stiffness
in the tension is considered to be zero. The fact
that the stress in the soil is either tension or com-
pression is assessed by the deformation from the live
load. The spring acts only in a horizontal direction.
The stiffness of the spring is calculated from Edef :

Kspring = Edef .∆Z.B/∆L, (1)

Figure 2. The model used in the second and every
other step of the calculation.

Δ

Figure 3. View of whole model.

Where Kspring is the stiffness of the spring in
the given node, Edef is the deformation modulus of
the soil, ∆Z is one-half of the horizontal projection
of distance between two adjacent nodes to the given
node, B is the width of the vault, ∆L is the length of
the substituted soil (the distance to each node), see
Figure 3.

Assumptions of the calculation:
• The supports at the arch springing are considered

infinitely stiff, no deformation is allowed, i.e., no
uneven settlements of supports are considered.

• The Bernoulli-Navier hypothesis for beam elements
is considered.

• Constant soil characteristics are considered for all
points of the backfill.

• There is no inflection point in the geometry of
the arch in the case of the polynomial shape.

• The new position of nodes must lie on a normal line
of the curve of the original axis geometry.

• In the study of the sensitivity of input parameters,
the arch is symmetric, the longitudinal slope of
alignment of a railway is considered to be zero.
The thickness of the arch is constant.
See the loading conditions in Figures 4 to 7.

The structure is loaded by self-weight, the weight
of the backfill, ballast, earth pressure, and live loads.

The live load dispersion (load distribution) is done
in the same way as in LimitState:RING. The Boussi-
nesq distribution is used, see the [11]. The load is
distributed at angle ϕBall in the ballast and ϕBack in
the backfill. This distribution is displayed in Figures 6
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Figure 4. The load of the model by earth pressure
and weight of the backfill.

γ

Figure 5. The load of the model by self-weight of
masonry arch.

and 7 and it is denoted as “left and right dispersion
lines”. The figures are examples of a moveable load
position. The “length of model” means the length of
the load model 71. In the MVo code, the length is
calculated as 4.8+0.8*2=6.4 m, because the concen-
trated axle forces are considered as distributed into
the uniform load. The nodes, which are between the
left and right dispersion lines, are loaded by the load
model, the other ones are not loaded by the live load at
the examined load position. The length of the blue
vertical lines represents the value of force acting in
the node.

The developed algorithm can be used for the cal-
culation of LCC at the SLS limits or the ULS limits.
In this article, only the SLS is handled. The col-
lapse load can be calculated in other software. In this
article, RING is used, see [11] and [13]. The used
equations are described in [14], and [15]. The ge-
ometric non-linearity is handled by the second or-
der analysis, the material non-linearity is handled by
the crack opening and iterative changes of the cross-
section. The smooth geometry is needed for all steps
of a non-linear calculation. This is a typical prop-
erty of the beam model. Even a small aberration
from the smooth geometry causes the unreal values
of internal forces – especially bending moment and
shear force. In the algorithm, during tens of steps,
the small aberration always occurred, which led to
unreal results. There are two ways of handling this
problem. The first is to use many (at least thousands)
elements, the second way of handling this is to smooth
all the new coordinates of nodes. The first way is very
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Figure 6. Example of dispersion of live load and val-
ues of nodal forces. q is a nodal load from the live load,
xand z are coordinates of global coordinate system.
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Figure 7. Example of dispersion of live load and
values of nodal forces.

time-demanding. Therefore, smoothing was used. On
the grounds of that, in circular arch bridges, the func-
tions of bending moments are functions of sine and
cosine functions, Fourier curve fitting was used. This
curve fitting for the geometry of the new calculation
step leads to the fastest calculation convergence. Dur-
ing the first few steps, the fitted data have some errors
(as can be seen in the figure). The error is equal to
the chosen precision ε, when the calculation converges.
eTh4Fit is eT h before fitting, fitted is after the curve
fitting. In Figure 8, the fitting is done for an exam-
ple of the third step of vault bridge calculation. In
the next steps, the error is usually close to ε and
the curves look identical.

The used parameters in the study using MVo code:
Edef = 40 MPa; Emasonry = 1000 ∗ fk; ε = 10e-8 m;
γF ill = 18 kN/m3 – weight of the backfill; ϕ = 30° – an-
gle of internal friction – cohesionless soil is considered,
earth pressure at rest is calculated as: K0 = 1−sin(ϕ);
µ = 0.6 – friction coefficient; γStone = 25 kN/m3;
hBallast = 0.3 m – height of the rail ballast (under
the sleeper); γBal = 18 kN/m3 – specific weight of
ballast; LSleeper = 2.4 m – length of the sleeper in
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Figure 8. Curve fitting of geometry for the next step
of the calculation.

Figure 9. Blocks of masonry and beam elements
representing the joints between the blocks.

the transverse direction; ϕBall = 15° – disperse angle
of live load through the ballast; ϕBack = 30° – disperse
angle of live load through the backfill.

3. The control method taken
from article [15] – Scia

The second group of used models is the group using 2D
planar elements. The masonry blocks are represented
by planar elements with a linear behaviour. The joints
between the blocks are modelled by a set of beam ele-
ments that are “compression-only”. The soil is mod-
elled by elements with Young modulus equal to Edef ,
which allows us to also model the live load dispersion
and all other effects of backfill, except for passive
earth pressure. For the calculation of the SLS, these
deformations are small, and passive earth pressure is
not activated. As mentioned before, this analysis was
done using the Scia commercial software [16].

For the details of this model, see [12], [15]. Scia
parameters used in this article: Edef , Emasonry are
chosen the same as in MVo code, νMason = 0.2,
νbackfill = 0.333; ν – Poisson’s ratio.

4. The RING method
This program is designed for a collapse analysis –
the ULS. Cracks can open up and parts of the cross-
section can crush. The equations are built upon
the theory of rigid bodies, where the vault is divided
by the collapsed block. The number of such a col-
lapsed block must be as big as to create a moveable

Figure 10. M-N diagram, compressed area.

mechanism. The resulting collapse mechanisms can be
divided into the following cases: collapse by the crush-
ing of masonry; collapse by the opening of cracks;
collapse by shearing between the blocks. The method
was described in [17] and [18], the modes of the vault
collapse are also described in [19].

Figure 10 depicts the M-N diagram – the combina-
tions of the acceptable moment and axial capacities
of a structural member at the ULS.

The program RING gives two options for the anal-
ysis. The compressive force in the vault is transferred
by the joints:

(i) Through an infinitely thin strip of stone at
the edge of the vault (external when collapsing to-
wards the inside of the arch, internal when deflecting
outside the arch) if infinite strength of the masonry
is assumed.

(ii) Through a rectangular strip that represents
the stress at which the masonry is crushed.
For the case of infinitely stiff blocks, the curve of

the M-N diagram is linear. The black dot is the point
of rotation of blocks when creating a moveable mech-
anism.

5. The method of verification
The first main indicator of how the cross-section of
height H is loaded is the position of the thrust line.
The thrust line is a locus of points through which
the resultant force goes. For each point of the vault, it
can be (for the case of the beam model) calculated as
eT h = M/N , where M is the bending moment and N
is the normal force acting on the cross-section – from
the load in a given combination. The higher bending
moment acting in the cross-section, the higher is eT h

and the lesser is the compressed area. For fulfilling
the criteria of the SLS, eT h must be lower than H/3
according to [20], for fulfilling the criteria of the ULS,
eT h must be lower than H/2. Eccentricity larger than
H/2 means that the thrust line lies out of the cross-
section, which leads to the collapse of the structure (if
the tensile strength is neglected). This is illustrated
by Figure 11:
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Figure 11. Verification of position of thrust line.

The method of obtaining the eT h depends on
the chosen model. For the case of 2D planar ele-
ments, the verification can be done by checking that
the height of the compressed area is at maximum 0.5H.
For the case of the linear beam model, eT h is obtained
in a single step. For the case of the non-linear beam
model, the eT h varies for each step of the calculation
and only the steps that fulfill the criterion of con-
vergence (and equilibrium conditions as well as limit
strain conditions) can be taken as a final value of eT h.
The second main indicator of the state of the vault is
normal stress that is acting on the cross-section from
the given load. In the SLS, the stress should be less
or equal to 0.45fk. This criterion assures that, during
the usual loading conditions, no point of the struc-
tures will crush. The crushing is permitted in the case
of the ULS, a state of collapse of the structure.

6. Results of modelling –
sensitivity analysis of input
parameters

Figures 12 to 15 have resulted from modelling using
the MVo non-linear analysis. This relates to the ar-
ticle [13]. In the cited article, the sensitivity of pa-
rameters is calculated according to the ULS criteria.
In this article, the plots are calculated according to
the SLS criteria. The investigated parameters are:
(1.) Deformation modulus of the soil Edef ,
(2.) Coefficient of friction µ,
(3.) Ratio H/L – arch thickness over span length

(intrados),
(4.) Characteristic masonry strength fk.

Nine masonry vault railway bridges of a circular
shape were analysed in this article. The chosen
spans were of 6, 12 and 20 m length, ratios of v/L
(sagitta/span length) were chosen to be 0.1, 0.3 and
0.5. In the legend of the plot “06_0.6” means span
6 m, sagitta 0.6 m, which means a ratio of 0.1. The ra-
tio p/L (depth of backfill at the top of the arch/span
length) is 0.08333. The total depth of backfill is, there-
fore, 0.5 m for the span of 6 m, 1 m for the span of
12 m, and 1.666 m for the span of 20 m. The default
value of the specific weight of masonry, specific weight
of backfill, friction coefficient, angle of internal fric-
tion, and cohesion of the soil are the same as for the
study. Characteristic compressive strength is 5 MPa.
The thickness of the vault is considered to be 0.4 m

Figure 12. Load carrying capacity in dependence on
Edef . For the legend, see Section 6.

Figure 13. Load carrying capacity in dependence
on the coefficient of friction. For the legend, see Sec-
tion 6.

for the span of 6 m, 0.5 m for the span of 12 m, and
0.6 m for the span of 20 m.

6.1. Deformation modulus of the soil
Edef

The chosen scope of Edef corresponds to the variation
from the clay-sand to compacted gravel of an ideal
grain size. It can be seen that the parameter is most
sensitive for the case of arch bridges with a high
ratio of v/L. The lower the ratio v/L, the lower is
the sensitivity to Edef .

6.2. Coefficient of friction µ

The sensitivity analysis of the coefficient of friction
between the blocks of masonry elements is done just
for circular bridges. As it was shown in the article [13],
the shear resistance depends mainly on the shape of
the vault. The circular bridges usually have enough
shear resistance. This fact is proven also by Figure 13,
which shows the results of a calculation in the SLS.
The ratio V/N – shear force over normal force – which
should be less or equal to 0.4 due to [4] and which
should be less or equal to 0.6 due to experimental data
are for all the investigated arch bridges not higher
than 0.225. Hence the LCC is not impacted by shear
strength. However, for the lower values of the co-
efficient of friction, the sensitivity to change of this
parameter is high.
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Figure 14. Load carrying capacity in dependence on
ratio H/L, the thickness of the arch. For the legend,
see Section 6.

6.3. The thickness of the arch
The thickness of the arch is the most sensitive param-
eter. That is why there should be put an effort in
getting this parameter during the diagnostic survey.
The thickness of the arch is sensitive both due to
the maximal stress and the eccentricity of the load.
The higher the thickness, the higher the range where
the thrust line can occur. In the non-linear calcula-
tion, the crack opening, and therefore the possibility
of finding the ideal geometry raises with increased
thickness.

6.4. Characteristic strength of masonry
The characteristic strength of masonry is a parame-
ter with similar sensitivity to the change in Edef . In
the SLS, there is always some limit for which increas-
ing the strength does not increase the LCC, because
the maximal eccentricity is a decisive criterion. This
can be seen from Figure 15, but mainly from the study
and comparison of the three mentioned methods for
handling the SLS criteria in Section 7.

7. The results of the study of
the set of arch bridges –
A comparison of the four
forementioned methods

The LCC of bridge spans L = 2.5, 5 and 10 m was
calculated, the characteristic strength of masonry was
(1 for special cases) 2, 4, 6, 8, and 10 MPa, sagitta v
was always considered to be L/2 and L/4. The depth
of backfill p was always considered to be 0.5, 1, 1.5 m.
Owing to the fact that Scia results were considered
for a control reason, the LCC of the medial thick-
ness (of total 3) was not calculated. The difference
between the MVo code and the Scia model is that
in Scia, the behaviour of the backfill is linear – in
the horizontal direction as well as the vertical direc-
tion. Talking about the arches, where the height of
the backfill is similar or even larger than the span
of the arch, the results are significantly impacted by
the soil behaviour. The problem becomes more influ-
enced by the impact of soil and its modelling rather

Figure 15. Load carrying capacity in dependence on
the characteristic strength of masonry. For the legend,
see Section 6.

than the behaviour of the masonry arch. See the re-
sult of RING modelling in Figure 18, MVo non-linear
code in Figure 19, the results of MVo linear code in
Figure 20, the results of control Scia calculation in
Figure 21 and a comparison of the RING method with
the MVo code in Figure 22. For the purpose of clarity,
the comparison of four forementioned method was
added in two separate plots: 16 and 17.

8. Result discussion
It was confirmed that the results of the two models,
which should have similar results, are, indeed, simi-
lar. The biggest difference is for the smallest arch of
the span of 2.5 m. For this geometry, the calculations
are impacted greatly by the behaviour of the backfill.
The linear backfill behaviour helps the arch in both
vertical and horizontal directions. For the arch with
a high effect of backfill, special modelling should be
done using special geotechnical software. It should
be noted that the results of the control model –
the Scia model – are imprecise due to the reading
of the graphical results. Especially the verification
of the maximal eccentricity is sensitive to interpreta-
tion of the height of the compressed area. Seeking
the LCC iteratively is time-demanding when using
the Scia software. Conversely, the MVo code is cre-
ated for calculating the LCC and results are obtained
simply, and straightforwardly. The verification is done
with precise numbers.

c
The linear calculation must obviously give a lower

LCC. In the non-linear calculation, the axis of the arch
is “optimised”, the geometry is updated to decrease
the bending moments in the next step. The limits
of changing the geometry are given by the arch ex-
trados, intrados, and the SLS criteria. The resulting
bending moments depend mainly on the crack open-
ing. If the height of the cross-section decreases and
is close to the limit – one-half of the cross-section
height, then the moment of inertia decreases eight
times. The bending moment in the next step de-
creases up to eight times. The optimization of the ge-
ometry is done for every load step, every position
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Figure 16. The comparison of all used methods for
the example of L = 2.5 m, v = 1.25 m, p = 0.5 m and
H = 0.6 m.

of the live load, and so the non-linear calculation is
much more time-demanding. The linear calculation
of the MVo code with one position of a live load
takes around 3 seconds. Around 20 positions were
usually examined. The non-linear calculation includ-
ing all iterations takes, therefore, around 40 minutes.
The program Scia examines a similar calculation in
30 minutes, but the multiple of model 71 must be
sought by the engineer (usually around 5 or more
iterations) which takes around 2.5 hours. The non-
linear calculation of ZLM71 of one arch bridge using
the Scia software takes the engineer about 5 hours.
The same calculation using the MVo code can take
the engineer about 5 minutes. In the MVo code, all
the input parameters can be changed easily, even the
thickness of the arch or other geometry inputs. The
iterative process of finding the multiple ZLM71 (in-
cluding moving load) is implemented and the engineer
gets the result directly. Finally, the advantage of the
MVo code is that the geometric non-linearity of the
structure and the non-linear behaviour of the backfill
are included.

The authors tried to find the dependence of LCC us-
ing RING on LCC using the MVo code. Such an obvi-
ous dependence was not found. The curves of the LCC
ratio ZRING/ZMV o are similar in shape, but the ten-
dency to grow or decrease differs for every analysed
arch. For most of the cases, the ratio is the lowest
for the highest depths of the backfill. For the ma-
jority of the cases, the LCC is higher at the ULS,
usually up to two times higher. A comparison of
the sensitivity of input parameters due to the SLS
(MVo) and the ULS (RING – see in the [15]) give
very similar results when comparing the sensitivity
to the change of Edef in the SLS and sensitivity to
the change of angle of the internal friction in the ULS.
The same applies to the coefficient of friction between
the blocks of masonry, ratio H/L, and strength of
masonry. Individual curves give a slightly different
behaviour, but in general, the accordance of the com-
pared plots was very good. In the RING result plots,
there is no obvious breakpoint between the growing

Figure 17. The comparison of all used methods
fo example of L = 7.5 m, v = 3.75 m, p = 1 m and
H = 0.8 m.

and constant segment, which can be seen in the SLS
methods. The reason is that in the RING analysis,
the criteria are different: low strength arches collapse
by the crushing of the whole cross-section. The mid-
dle range of strengths is impacted by the crushing,
and with growing strength, the crushed area decreases.
When the strength is higher than usual masonry ele-
ments can have or is close to infinite, the criterion of
the maximal eccentricity of the load is decisive and
the constant segment of the plot occurs.

9. Conclusions
The comparison of sensitivity to change of the input
parameters due to the SLS and the ULS gives very
similar results. This comparison was done for key pa-
rameters, which were proven to be the most sensitive
in the article [13]. The comparison of analysis using
Scia software with 2D planar elements to the MVo re-
sults showed a good agreement except for small spans
of the arch, where the behaviour of backfill affects
the final LCC significantly. For this reason, a fur-
ther study of the backfill behaviour with an advanced
methods designed specifically for the soil behaviuor
should be conducted. The comparison of analysis
using the MVo non-linear method to the RING re-
sults showed no particular dependence. The LCC
from the RING method is mostly higher than the
LCC from the MVo method. The RING results are
up to two times higher. The linear calculation gives
very conservative results, LCC is usually two to three
times lower than from the non-linear model. This
is because of the fact that the non-linear model can
change its geometry to minimize the bending moments
and the only boundary conditions for the geometry of
the arch are the extrados and intrados of the assessed
arch. The effect of crack opening, which reduces the
bending moment at the critical points of the arch, is
also increasing the final LCC.

List of symbols
ZLM71 is the multiple of load model 71, which can pass

the railway bridge safely,
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ZRING is resulting ZLM71 from the software Limit-
State:RING,

ZMV o is resulting ZLM71 from the MVo code,
Kspring is the horizontal stiffness of the spring in

the given node,
Edef is the deformation modulus of the soil,
Emasonry is Young’s modulus of masonry,
∆Z is one-half of the horizontal projection of distance

between two adjacent nodes to the given node,
B is the width of the vault,
H is the cross-section height,
L is the span length (intrados of the vault),
p is the depth of the backfill at the top of the arch,
v is the sagitta (rise) of the arch,
∆L is the length of substituted soil (the distance to each

node), see Figure 3,
ϕBall is the angle of load distribution in the ballast,
ϕBack is the angle of load distribution in the backfill,
ϕ is the angle of internal friction of the soil,
K0 is the coefficient of earth pressure at rest,
q is the vertical nodal force from the live load,
ε is the chosen maximal error of resulting displacement,

reaching this error terminates the iterative calculation,
eT h = M/N is the eccentricity of the load in a given

combination. Maximal acceptable eT h is displayed in
Figure 11,

M is the bending moment acting on the cross-section –
from the load in a given combination,

N is the normal force acting on the cross-section – from
the load in a given combination,

V is the shear force acting on the cross-section – from
the load in a given combination,

eT h4F it is the function of the eccentricity of the load
before the curve fitting,

fitted is the function of eccentricity of the load after
the curve fitting,

γF ill is the specific weight of the backfill,
γStone is the specific weight of the masonry,
γBal is the specific weight of the ballast,
fk is the characteristic masonry strength,
µ = 0.6 is the friction coefficient (between the masonry

blocks),
hBallast is the height of the rail ballast (under

the sleeper),
LSleeper is the length of the sleeper (in the transverse

direction of the bridge),
νMason is the Poisson’s ratio of the masonry,
νbackfill is the Poisson’s ratio of the backfill.
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A. Attachments
See the results of modelling in Figures 18 to 22, following each on a separate page.
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Figure 18. Results from the modelling using the RING software.
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Figure 19. Results from the modelling using the MVo software – non-linear analysis.
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Figure 20. Results from the modelling using the MVo software – linear analysis
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Figure 21. Results from the modelling using the Scia software – non-linear analysis.
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Figure 22. The ratio of ZLM71,RING/ZLM71,MV o is simplified as ZRING/ZMV o.
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