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Dear Reader

The Acta Polytechnica journal that you have just opened is a scientific journal published by the Czech
Technical University in Prague. This journal first appeared in 1961 under the name “Proceedings of the Czech
Technical University”. The main purpose of the journal was to support publication of the results of scientific
and research activities at the Czech technical universities. Five years later, in 1966, the name of the journal
was changed to Acta Polytechnica, and it started appearing quarterly. The main title Acta Polytechnica is
accompanied by the subtitle Journal of Advanced Engineering, which expresses the scope of the journal
more precisely. Acta Polytechnica covers a wide spectrum of engineering topics in civil engineering, mechanical
engineering, electrical engineering, nuclear sciences and physical engineering, architecture, transportation science,
biomedical engineering and computer science and engineering. The scope of the journal is not limited to the
realm of engineering. We also publish articles from the area of natural sciences, in particular physics and
mathematics.

Acta Polytechnica is now being published in an enlarged format. Our aim is to be a high-quality multi-disciplinary
journal publishing the results of basic research and also applied research. We place emphasis on the quality of
all published papers. The journal should also serve as a bridge between basic research in natural sciences and
applied research in all technical disciplines.

We invite researchers to submit high-quality original papers. The conditions of the submission process are
explained in detail on: http://ojs.cvut.cz/ojs/index.php/ap. All papers will be reviewed, and accepted
papers are published in English.

We hope that you will find our journal interesting, and that it will serve as a valuable source of scientific
information.

Editorial Board
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Abstract. The information extraction capability of the widely used signal processing tool, FFT for
diagnosing induction machines, is commonly used at a constant load or at different levels. The loading
level is a major influencing factor in the diagnostic process when the coupled load and the machine
come with natural mechanical imperfections, and at a low load, the mechanical faults harmonics are
strongly influenced. In this context, the main objective of this work is the detection of the mechanical
faults and the study of the effect of the loading level on the induction motor diagnostic process. We
have employed a diagnosis method based on discrete wavelet transform (DWT) for the multi-level
decomposition of stator current and extracting the fault’s energy stored over a wide frequency range.
The proposed approach has been experimentally tested on a faulty machine with dynamic eccentricity
and a shaft misalignment for three loading levels. The proposed method is experimentally tested and
the results are provided to verify the effectiveness of the fault detection and to point out the importance
of the coupled load.

Keywords: Induction motor, fault diagnosis, eccentricity, misalignment, DWT, energy, loading levels.

1. Introduction
Incorrect configuration of the electrical circuit and
mechanical faults in industrial induction machines
can lead to serious economic losses, as well as other
losses in less tangible terms. If the stator or rotor are
incorrectly diagnosed and interpreted as faulty (wrong
diagnostic decision), there will be important costs
added from the unnecessary maintenance operation,
disassembly of the motor, or from a false positive
decision which leads to a halt of the entire production
process. In addition, the credibility and the efficiency
of maintenance operations and technicians can be
seriously compromised. In the opposite case, if the
machine is identified as healthy (false negative), the
fault can aggravate and an accelerate the degradation
of the machine and the coupled load may occur. This
degraded operation can result in even higher economic
costs, the consequences of unplanned shutdowns of
production, risks to the safety of users and damage
to the company’s reputation. These consequences
resulting from an incorrect diagnosis of the state of
the machine are not at all negligible, at least when
using the techniques commonly used in the industry.
The most frequently used methods of diagnosis of

mechanical and electrical defects in the industry are
derived from the technique of Motor Current Signa-
ture Analysis (MCSA) when the defects are classi-
fied as electrical faults and can be easily detected by
analysing the electrical signature [1–4]. This tech-

nique is often used to analyse the stator current, vi-
bration, or torque acquired during operation using the
Fast Fourier Transform (FFT). The principle of this
method is based on the evaluation of the amplitudes
of a predefined frequency component linked to faults.
In general, induction machines have two ranges of
frequencies that can be affected by faults, the first
one is located in the low frequency band and the sec-
ond one in the high band. Therefore, the tracking of
these components without a constant load and mixed
faults makes the diagnostic process very difficult and
prone to errors. Otherwise, the diagnosis at the low
loading level is different from the higher loading level
because of the variation of fault harmonics with slip
and the amplitude of space harmonics. For a diagnosis
of mechanical faults, such as rotor asymmetries, load
oscillations, and misalignments using the lower side-
band harmonic (LSH) based approach, it is difficult
to decide whether the machine is in a fault condition
or not [5–7].
The presence of various phenomena in induction

motors, such as load torque oscillations and voltage
fluctuations, make the diagnostic process notably dif-
ficult [8–10]. Despite the prevalence of this circum-
stance, however, researchers have rarely probed the
correlation between the presence of these phenomena
and the defect in the machine. Mills, compressors,
and other machines that introduce torque oscillations
often use induction motors with a degree of eccentric-
ity or even with misalignment [8]. In these instances,

1
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the implementation of the classical FFT method im-
poses significant limits; the frequencies induced by
load torque fluctuations and level may be identical to
fault-related frequencies and magnitudes [11], result-
ing in a wrong diagnostic decision. The similarities
between the FFT spectra of a faulty motor and the
same motor in a healthy condition but operated un-
der high load and oscillating load torque can result
in such a wrong decision. The obvious similarity in
spectral analysis could lead to an inaccurate diagnosis.
Due to these disadvantages, alternate approaches to
diagnosis based on techniques, such as the Discrete
Wavelet Transform (DWT) for the analysis of the
stator current under wide frequency band, becomes
acceptable in this situation [12, 13]. A proposed works
in [14, 15], present an effective machine-learning-based
fault diagnosis method, developed for induction mo-
tors driven by variable frequency drives (VFDs). Two
identical induction motors under healthy, single, and
multi-fault conditions were tested in the lab. A Signal
processing technique, the discrete wavelet transform,
is chosen to extract features for machine learning. The
derived DWT diagnosis method is proposed to detect
and locate the insulated gate bipolar translator open-
circuit fault. The discrete wavelet transform is used
as a pre-treatment technique for three-phase output
currents. Euclidean distance between every two of
the energy vectors are calculated for measuring the
current similarity [16].
In this study, we present a technique for diagnos-

ing mechanical faults in induction machines. The
method is contrasted with the standard decomposi-
tion in multi-levels via DWT of the stator current in
a steady state, and additional steps are required to
determine the energy associated with each level of de-
composition [12, 13]. The proposed energy estimation
is used to analyse stator currents when the spectral
content is distributed over a wide frequency band. To
validate this method, several experiments, including
those with a healthy machine, an eccentric machine,
and shaft misalignment, are carried out to simulate
a variety of failure scenarios and operating settings.
The focus of this study is on selecting the appropriate
decomposition levels for information extraction cor-
responding to faults caused by stator currents. We
will try to show how the harmonic content caused by
mechanical faults is largely influenced by the loading
level. A dynamic eccentricity fault of 50 % and a shaft
misalignment fault will be discussed and validated
using this technique.

2. Wavelet decomposition and
energy extraction

The Wavelet Transform WT provides time tracking
of frequency harmonics of a continuous temporal sig-
nal, the main analysing functions are called wavelets.
These functions vary their time-scale coefficients to
their frequency to be very narrow at higher frequency
and broader at a lower frequency. WT is a powerful

means for analysing stationary and transient currents,
voltages, and vibration in order to detect the presence
of failure. DWT is the discrete version of WT and
the most common transform employed in electrical
engineering applications, particularly in monitoring
systems for detection, localisation, and classification of
the power system perturbations in time and frequency
domains [13, 17, 18].
The DWT has become an effective tool in digital

signal processing. It can be written in the same form
as the continuous version, which highlights the close
relationship between the continuous and the discrete
version of this transform. The DWT is based on a dis-
crete scale and localisation parameters that are power
of two (2). The values of dilation and translation
factors s and τ are: s = 2j, τ = k ∗ 2j and (j, k) ∈ Z,
respectively. These proprieties are achieved by using
a scaling function φ that is a wavelet aggregate at
scales larger than 1. When the functions ψ̂(ω) and
ϕ̂(ω) are the Fourier transforms of ψ(ω) and ϕ(ω),
respectively, it leads to high-frequency resolutions at
low frequencies and high-time resolutions at high fre-
quencies, and eliminating the redundant information.
The positive frequency, contains information in the
interval [0, π], and contains information in the interval
[π, 2π]. Therefore, the two functions have a complete
spectral content of the analysed signal without any
overlapping, redundancy, or loss. Two filters, h(n) and
g(n), are obtained by the inner product of (φ(t), ϕ(t))
allowing the decomposition of the entire signal into
[0, π]. The filters are given by [19–24]:

{ h(n) =
〈

2−lφ(2−lt)φ(t− n)
〉

g(n) =
〈

2−jψ(2−jt)ψ(t− n)
〉 ., j = 0, 1, .... (1)

For the purpose of decomposing the signal across
the entire allowed frequency range, a mother wavelet
can be used. After the multi-level decomposition by
l times, we get 2l frequency bands with the same
bandwidth defined according to equation (2).

[ (i− l)fn

2 ,
ifn

n
], i = 1, 2, ......., 2l, (2)

where fn is the Nyquist frequency in the ith-frequency
band. The mother wavelet decomposes the signal via
low-pass filter h(n) and (2l − 1) band-pass filters g(n)
to provide, at each level j, the full information in two
frequency bands. Aj is the low-frequency approxima-
tion and Dj is the high-frequency detail signal [19]:

Figure 1. Wavelet tree decomposition.

2
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{
Aj(n) =

∑
k

h(k − 2n)Aj−1

Dj(n) =
∑
k

g(k − 2n)Aj−1
., n = 0, 1, 2, 3, ...,

(3)

where A0(k) is the initial signal. After the multi-level
decomposition, the approximation Aj and detail Dj

signals will be generated for each node j.
The multi-level decomposition of the stator current

was then achieved using the Daubechies db8 wavelet.
When rotor eccentricity and load misalignment appear
in the motor, the information about the fault in the
stator current will be included in each frequency band
generated by the DWT decomposition process.
The calculation of the vector energy for the ap-

proximations in each node allows the construction of
a vector data which contain the necessary information
about faults over a wide frequency band.

The approximations energy can be computed using
the Euclidean norm (or 2-energy) of Ai(n) that has
N elements and is defined by:

‖EAi‖ = 1
N

√√√√
N∑

k=1
|Ai(k)|2 , i = 1, 2, . . . ..Nls (4)

Figure 2 shows the estimation of the approxima-
tion’s energy vector for each node and the correspond-
ing frequency band.

Figure 2. Approximations energy estimation steps.

The overall stator current analysis diagram is pre-
sented in Figure 3. The different steps are presented,
from the stator current acquisition to the estimation
of the energy for each level of decomposition.

3. Faults description
In electrical machines, eccentricities are generally gen-
erated by the non-constant air-gap distribution. They
are the most common faults in induction motors. Ac-
cording to recent studies, mechanical faults represent
50–60% of the faults in electric motors. About 60 %

Figure 3. Stator current analysis steps.

of mechanical defects are linked to rotor eccentricities.
Indeed, the rotor eccentricity is often generated from
other defect such as bearing failures or load misalign-
ments. The impact of this fault can be serious; this
could even result in a breakdown of the motor due to
rotor-to-stator friction [25–27].

Dynamic eccentricity (DE) take place when the ro-
tor axle is not matching the rotation axle and the
narrow side of the air-gap rotates at the same speed
as the rotor (Figure 4). There are multiple causes
of dynamic eccentricity and the most common are
manufacturing tolerances, bearing wear, and incorrect
manufacture of the machine components. Another
source of dynamic eccentricity is the rotation of the
rotors at a speed close to the critical speed; it is an
important consideration in larger and flexible-shaft
machines. In an induction machine, a dynamic eccen-
tricity can be identified by examining the frequency
components defined as follows [27–29]:

fde = (1± (1− s)
p

)fs, (5)

where
fde : the characteristic frequency of the DE
s : the Slip
fs : the supply frequency

Figure 4. Dynamic eccentricity mechanism.

A non-constant air-gap generates a rotating radial
force and an Unbalanced Magnetic Pull (UMP) on the
rotor and stator due to the interaction of the space
harmonic field components with pole pair numbers

3
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differing by one and rotating in the same direction.
The dynamic eccentricity may generate vibrations at
the supply frequency and at the rotor frequency (fr),
these are given by 2fr, 2fs ± fr [30]. where fs is the
supply frequency. A misalignment of the coupling is
a condition in which the shaft of the drive machine
and the driven machine are not on the same centre
line (Figure 5). The misalignment can be parallel,
angular or both (combined: parallel and angular). It
is very difficult to obtain a perfect alignment between
two shafts in industrial applications [28, 31].

Figure 5. Shafts misalignment.

Even if a precise alignment is ensured, it cannot
be maintained for a long time due to many external
effects such as a disturbance of the base foundation.
A shaft misalignment is a commonly encountered prob-
lem observed in the large rotor bearing machines and
produces significant vibrations. Flexible couplings are
commonly employed in industrial production chains
to transmit mechanical power between the machine
and the driven load. Most couplings transmit electro-
magnetic torque via an elastomer or a metal spring in
order to reduce the vibration within an accepted level
of misalignment. Electrical machines manufacturers
suggest using the flexible couplings based on ther-
moplastics as active transmission elements for load
aligning by using laser equipment or alignment clocks.
The misaligned flexible couplings can transmit torque,
producing high vibration levels and may cause damage
to the shaft and bearings.
The misalignment induces harmonics in the stator

current spectrum at frequencies, this makes it possible
to detect these phenomena. However, since similar
harmonics are produced by some mechanical faults,
their detection and localisation are still a delicate mat-
ter when using MCSA. To overcome this limitation,
it becomes necessary to identify misalignment faults
over a wide band of frequency [4].

The main goal of this paper is to use the DWT ap-
proach for the detection of dynamic eccentricity and
shaft misalignment in squirrel cage induction motors
under various loading conditions, since the frequency
components introduced by these faults depend on the
load. Their detection and decision can constitute
a powerful indicator for the diagnosis. In this work,
the obtained approximation signals generated by the

Parameter Value

Rated power 5.5 kW
Rated Voltage 400V
Rated line current 10.5A
Rated speed 1455 rpm
Rated power factor 0.88
DC motor MS1321
Rated speed 1450 rpm
Rated power 3.9 kW
Rated Voltage 260V
Rated current 17.6A

Table 1. Characteristics of the 5.5 kW IM and DC
load.

multilevel decomposition are used to build an energy
vector calculated for each decomposition node. The
method allows the detection based on the analysis of
the energy of the signals that are amplified by the
different faults. This method constitutes an important
advantage when compared to the classical methods by
analysing the stator current under a wide frequency
band and avoiding the tracking of harmonics in a lim-
ited band or at predefined frequency.

4. Experimental setup
An experimental analysis of the mechanical faults
described previously has been carried out. The ex-
perimental setup contains a three-phase squirrel cage
induction machine with 4 poles and a rated torque
of 36Nm. The induction motor is coupled to a DC
motor to provide the necessary load. The used motors
are driven by a variable speed drive (Leroy Somer)
working in open loop. The DC motor is connected
to a resistor bank via a DC-DC buck converter for
controlling the armature current. The principal char-
acteristics of tested machines are given in Table 1.
The experimental setup is illustrated in Figure 6.

It consists mainly of an industrial induction motor
with its drive loaded by a DC motor. Two induction
motors with the same characteristics are tested. The
first one is healthy; it will be considered as a reference
for the comparison with the faulty one. The second
motor is faulty and has a dynamic eccentricity and mis-
alignment. The measurement card contains current
sensors LA-55P, voltage sensors LV-25P, tachymeter
and torque sensor. A maximum current and voltage
of 50A and 480V can be achieved respectively.

The acquisition card used is a PCI data card, 16-bit,
with a sampling frequency of 200 kHz, and it is in-
stalled in a computer and connected to the measuring
board via a serial cable. These motors are supplied
by the industrial drive and have been tested under
three loading level conditions. All the experiments are
carried out with the same sampling frequency 26,5Hz
during 10 s recording time. To obtain 50% of DE,
the original ball bearings are replaced by other ball
bearings of the same external diameter, but of greater

4
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Figure 6. Mechanical faults experimental setup.

internal diameter. A 0.2mm bore offset is introduced.
After an aligned positioning of the eccentric rings on
the shaft (to guarantee a uniform direction of the
eccentricity), we insert the new ball bearings. The
introduced air-gap of the machine is considered to
be 0.4mm; 50% of DE of the rotor compared to the
stator (Figure 7).

Figure 7. Eccentric bearing assembling.

The tests carried out to analyse the DE have been
performed on two machines (a healthy machine and
another with 50% of DE) with the principal charac-
teristics shown in Table 1. The sampling frequency of
the measured signals was chosen equal to 25.6KHz.
The two machines were tested under three levels of
load: 4Nm, 18Nm and 29Nm of the nominal torque.
The Figure 8 illustrates the wave form of the recorded
stator current for the machine with the dynamic ec-
centricity.

In order to study a more realistic mechanical fault,
a small misalignment of the load shaft is introduced
under different loads (4Nm, 18Nm and 29Nm). The
Figure 9 shows the measurement of the misalignment
degree.
For the misalignment faults, the same mechanical

setup and signal processing steps as above are used
for recording and analysing the stator current under
the same loading conditions

Figure 8. Recorded stator current with dynamic
eccentricity.

Figure 9. Misalignment degree measurement.

4.1. Stator current decomposition
The mother wavelets “db8” are used to decompose the
stator current for each machine. The decomposition
in multi-level requires some consideration in order to
obtain a good approximation and detail signals.

4.2. Stator current filtering
Among the methods used in this paper, the fundamen-
tal component of the stator current has been removed
before the signal goes through the multi-level decom-
position process by DWT. This procedure amplifies
the small harmonics induced by the faults.

4.3. Optimal level calculation
The required number of decompositions Nls is linked
to the acquisition conditions, such as the sampling
frequency f and the supply frequency. The necessary
level Nls is chosen to obtain a high-level signal (ap-
proximation) with a highest frequency along which
the faults harmonics are located. The minimum lev-
els of decomposition needs an approximation signal
(Anf ) with the upper limit of the frequency band be-
ing less than the fundamental frequency. This limit is
expressed by the following condition [19].

2−(Lls+1)fs < f (6)

From this requirement, the successive decomposi-
tion of the approximation signals can be limited to
level Nls that is given by:

5
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(a). Healthy motor. (b). Eccentric motor.

Figure 10. First 4 details signals for (A) symmetric motor and (B) eccentric motor.

(a). 4 Nm (b). 18 Nm

(c). 29 Nm (d). all cases

Figure 11. Estimated nodes energy for eccentricity fault under (A) load = 4Nm, (B) load = 18Nm, (C) load =
29Nm and (D) all cases.

Nls = int
(

log(fs/f)
log(2)

)
. (7)

For this technique, an additional decomposition of
the stator current should be carried out so that the
frequency band [0–f ] is divided into several bands.
Generally, two extra levels of decomposition Nls + 2
will be suitable [19].

According to the suitable level, the different fre-
quency bands are given in Table 2.
The Figure 10 compares the details obtained from

DWT of a steady state stator current for a symmetric
machine and for the eccentric machine with 50 $ of
DE under a load 4Nm. The purpose of this com-
parison is to demonstrate that when the harmonics

are introduced by the dynamic eccentricity, the DWT
analysis can distinguish clearly between the faults
when present.

5. Results and discussion
5.1. Dynamic eccentricity
For the dynamic eccentricity fault, the energy vector is
calculated for 11 levels with 3 loading levels. Figure 11
shows the plot of vector ‖EAi‖ for the three loading
levels.

The analysis of the three figures shows an increase
in energies for eccentric cases starting at level 3, which
corresponds to the frequency band [0–3312.5Hz]. We
also see that the deviation is important as a function

6
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(a). 4 Nm (b). 18 Nm

(c). 29 Nm (d). all cases

Figure 12. Estimated nodes energy for misalignment fault under (A) load = 4Nm, (B) load = 18Nm, (C) load =
29Nm and (D) all cases.

Level Ai Band [Hz] Di Band [Hz]

J=1 A1 0-13250 D1 13250-26500
J=2 A2 0-6625 D2 6625-13250
J=3 A3 0-3312.5 D3 3312.5-6625
J=4 A4 0-1656.2 D4 1656.25-3312.5
J=5 A5 0-828.12 D5 828.12-1656.25
J=6 A6 0-414 D6 414-828.125
J=7 A7 0-207 D7 207-414
J=8 A8 0-103.5 D8 103.5-207
J=9 A9 0-51.75 D9 51.75-103.5
J=10 A10 0-25.87 D10 25.875-51.75
J=11 A11 0-12.94 D11 12.94-25.87

Table 2. Details and approximation bands for Nls.

of the loading, even at high frequencies. These results
show that eccentricity can be detected in the frequency
band [0–4000Hz] with useful information on the faults
concentrated in the low frequencies and gradually
decreasing in the high frequencies.

5.2. Misalignment
For the misalignment fault, the energy vector is also
calculated for 11 levels with 3 loading levels. Figure 12
shows the plot of vector ‖EAi‖ for the three loading
levels.

Similarly to the an eccentricity fault results, the fig-
ure analysis shows an increase in energies for misalign-
ment cases beginning at level 3, which corresponds to
the frequency band [0–3312.5Hz].These results show
that a misalignment fault can be detected in the fre-

quency band [0–4000Hz] with useful information con-
centrated in low frequencies and gradually decreasing
in high frequencies. The curves obtained for mechan-
ical faults show that the load has an important role
in the detection process, and it is recommended to
carry out the diagnostic operation under full loading
conditions in order to increase the separation between
the healthy and the defective machine.
A comparison between energies for healthy and

defective machines under various loads is performed
in order to show the energy deviation as a function
of the load level. Table 3 displays numerical values
for the energy deviation for various machine loadings.
Figure 13 shows the graphical plot of this deviation
for both cases of eccentric and misaligned machines.
The plot of the difference in energies of the nodes

showed a large deviation when the load increases,
precise for the fault of the dynamic eccentricity and
less accurate for the fault of misalignment. This result
is critical to consider when performing any diagnostic
procedure. It is obvious that the diagnosis at high
load is more precise than that at low load.

6. Conclusion
In this work, a study was carried out to diagnose
electrical and mechanical faults under different load-
ing levels in a squirrel cage induction machine. The
main aim is to find an effective method to decide
whether the machine is faulty or not. The proposed
method is a multi-resolution analysis based on the Dis-
crete Wavelet Transform (DWT). Unlike traditional
methods based on the Fast Fourier Transform (FFT),

7
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(a). Eccentric case. (b). Misalignment case.

Figure 13. Energy deviation between healthy and faulty cases, (A) Eccentric case, (B) Misalignment case.

Eccentric case Misalignment case

4Nm 18Nm 29Nm 4Nm 18Nm 29Nm

Level 1 1.98E-05 -9.05E-06 -4.68E-06 6.09E-06 -2.99E-05 3.41E-06
Level 2 2.34E-05 -1.34E-05 -6.62E-06 4.49E-07 -1.81E-05 3.85E-06
Level 3 3.20E-05 -1.03E-05 -7.24E-06 4.20E-08 -1.66E-05 3.51E-06
Level 4 0.00578 0.00623 0.00464 -9.58E-04 0.00138 0.04011
Level 5 0.0021 0.03883 0.0294 0.00126 0.00416 0.01154
Level 6 0.00184 0.03904 0.0294 9.89E-04 0.00387 0.01162
Level 7 0.00189 0.04219 0.03235 0.00104 0.00421 0.01451
Level 8 0.0019 0.04299 0.03288 0.00105 0.00427 0.01469
Level 9 0.0019 0.04309 0.03295 0.00105 0.00427 0.01471
Level 10 0.00129 0.0444 0.03355 0.00137 0.00465 0.01553
Level 11 9.82E-04 0.04512 0.03386 1.55E-03 0.00487 0.01595

Table 3. Energy deviation between healthy and faulty machines.

the DWT method allows searching information for
related to faults over wide frequency bands and to
avoid tracking the fault indicators related to prede-
fined frequencies. The results obtained by applying
the proposed method on the different faults show the
efficiency and the precision of detection and separation
between healthy and defective machines. Moreover,
the results show that the load applied during the acqui-
sition process has an important role in the detection
of mechanical faults.

We have also shown in this work that the diagnosis
of faults at a high load is strongly recommended to
reveal the different harmonics related to the fault.
The proposed method in this paper also shows that
the spectral content caused by the mechanical defects
like eccentricity and misalignment is more important
at high frequencies than at low frequencies.
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Abstract. This paper addresses in-situ stress-estimation methods based on the Kaiser effect. The
physical and mechanical properties of granite, diorite, and granodiorite samples selected at different
depth intervals of the core obtained from a wellbore were examined. The ultimate uniaxial compressive
strength, modulus of elasticity, and Poisson’s ratio of the rock samples were determined using presses and
strain gauges. Also, local longitudinal and shear wave velocities were measured using a high-accuracy
laser-ultrasonic system with a view to assessing the structure of the samples. Based on the resulting
elastic wave velocity maps, samples with no obvious discontinuities were chosen. These undisturbed
samples were subjected to uniaxial compression and their acoustic emission was simultaneously measured.
In-situ stresses were estimated from the results of the interpretation of acoustic emission measurements.
The experimental in-situ stresses were compared with the results of a numerical simulation. The ratio
of the estimated in-situ stresses to the calculated ones is within the range from 0.81 to 1.11. This
means that the laser ultrasonic and acoustic emission methods make it possible to effectively estimate
in-situ stresses in a rock mass and assess the degree of rock mass damage.

Keywords: Rock cores, acoustic emission, laser ultrasonic method, structure, stress state, rocks,
Kaiser effect.

1. Introduction
Rocks are heterogeneous media that contain defects at
different scales; this may cause crack initiation even at
light loads [1]. That is why mining operations should
be preceded by a detailed study of the geological and
geotechnical conditions and analysis of the stress state
of the rock mass [2, 3]. Note that one of the main
methods for studying the stress state is numerical
simulation [4–6]. This is due to the fact that there
are no direct methods for measuring in-situ stresses
in a rock mass. However, the results of a numeri-
cal simulation need to be verified, which is usually
done with indirect methods. These are borehole meth-
ods, such as hydrofracturing, borehole stress relief,
analysis of the erosion of the walls of boreholes, as
well as methods for estimating in-situ stresses using
core samples (strain recovery analyses, core disking,
and acoustic emission testing based on the Kaiser ef-
fect). Also, there are methods for stress control in
rock outcrops (rock stress relief through the use of
hydraulic pads and slots) and analyses of large-scale
geological structures (analyses of focal mechanisms
of earthquakes and shear displacements) [7–9]. Each
of these methods works at a certain scale, which de-
pends on the volume of the rock mass examined. For
example, the acoustic methods require the volume of

the rock sample to be in the order of 10-3 m3. On
the recommendation of the International Society for
Rock Mechanics (ISRM) [10], two downhole methods
have been widely adopted: hydraulic fracturing (HF)
and complete stress relief. However, these methods
are quite complicated and very costly; therefore, al-
ternative methods for determining in-situ stresses are
required.
One of the optimal methods for studying in-situ

stresses in a rock mass is the method of acoustic
emission (AE) [11–14] based on the Kaiser effect [15,
16]. Importantly, this method does not require high-
accuracy deformation measurements.
The Kaiser effect describes the phenomenon that

repeated loading cycles cause the level of AE signals
decrease up to their complete absence until the level
of the previously applied load is exceeded [17, 18].
A sharp increase is observed when approaching the pre-
viously achieved maximum value of load [12]. There-
fore, the repeated loading of samples recovered from
different depths makes it possible to estimate the re-
spective in-situ stresses from a sharp increase in the
acoustic emission [17, 18]. For this purpose, the Fe-
licity ratio is introduced in [17] and [18], which is
the ratio of the load at which acoustic emission (AE)
pulses reappear to the maximum load of the previous
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load cycle. This ratio can be either greater than 1
or less, depending on the structural and textural fea-
tures of rock samples, the directions of the principal
stresses in the rock mass and other parameters [19–21].
In work [22], data on the seismic wave velocities are
used to estimate Young’s modulus and Poisson’s ratio,
in [23], the damage characterisations of granites were
studied by a combination of AE and ultrasonic trans-
mission methods under a quasi-static uniaxial com-
pression test. Mechanical characteristics and failure
prediction of cement mortar with a sandwich structure
was investigated in [24]. In studies [25–29], acoustic
emission is used for understanding the mechanical
properties of materials.

The value of the Felicity ratio changes in response to
an increase in the time interval between loading cycles,
which may make the effect less distinct. The duration
of stress memory also depends on the rock type, the
loading regime in successive cycles, and the effect of
other factors (heating and moistening). Moreover,
some rocks retain information on the experienced
mechanical stresses for many months, or even years.
That is why it is important to study and identify
patterns of AE activity inside one type of rocks.

In this study, we investigate if it is possible to esti-
mate in-situ stresses in a granite mass using acoustic
emission observed during uniaxial compression of core
samples preliminarily examined in structural terms
using laser ultrasonic methods.

2. Materials and methods
2.1. Materials
To assess the possibility of using the method of acous-
tic emission when studying the stress-strain state of
a rock mass, granite samples taken from a core sam-
ple while drilling a well in the crystalline massif from
depths from 70m to 400m were studied.

Sample PB1-11 (depth 95.5m) is grey, heteroge-
neous, fine-to-medium-grained, dense, massive gra-
nodiorite containing inclusions of light-coloured min-
erals and thin long healed cracks running through
the sample;
Sample PB1-32 (depth 95.5m) is dark pink with
a greyish tinge, medium-to-coarse-grained, dense,
massive granite interspersed with dark-coloured
minerals and thin cracks no more than 1.5 cm long
in places;
Sample PB1-56 (depth 230.2m) is dark pink, het-
erogeneous, fine-to-medium-grained, dense, massive
granite with a large number of inclusions of dark-
coloured minerals (> 20%) and occasional inclu-
sions of mica; no visible cracks are present;
Sample PB1-80 (depth 302.0m) is light pink with
a greyish tinge, fine-to-medium-grained, dense, mas-
sive granite interspersed with inclusions of biotite
(no more than 5%); solitary thin cracks no more
than 1 cm long are present;

Figure 1. Samples of granite from crystalline massif.

Sample PB1-96 (depth 350.4m) is dark grey,
medium-to-fine-grained, dense, massive diorite inter-
spersed with dark-coloured minerals and inclusions
of mica (about 5%); no visible cracks are present;
and
Sample PB1-113 (depth 400.6m) is dark grey,
fine-grained, dense, massive diorite interspersed
with dark-coloured minerals and inclusions of mica
(about 5-7%); no visible cracks are present.

Figure 1 shows six granite samples recovered from
different depths.

Cylindrical specimens about 10 cm long and about
6 cm in diameter were prepared from these samples.
The volume V and density ρ of the specimens were
determined.
According to the research, it was found that gran-

odiorites of fine-grained structure, dense and massive,
with healed cracks noted (according to sample PB1-
11), belong to the migmatite-plagiogranite formation.
They are composed of plagioclase, quartz, and biotite
in variable amounts – hornblende, epidote, microcline.
The structure of the rock shows elements of gneiss and
taxite appearance and without metallogenic prospects.
One typical photograph of granite is presented

in Figure 2 (No. 2). The samples are presented
slightly different in composition, structure (PB1-32 –
coarse-medium-grained, PB1-56 and 80 – fine-medium-
grained) and patterns of relationship with the rocks
of the enclosing frame by species and varieties. Unlike
granodiorites, they are two-feldspar rocks with higher
silicic acidity and potassium alkalinity.

There are two pictures of diorites (No. 3 – medium-
grained and No. 4 – fine-grained) – these samples
include plagioclase, hornblende, biotite, as well as
apatite, garnet, epidote, chlorite, ore (magnetite, sul-
phides) in the smallest proportions. Texturally dense,
massive, structurally intact.

2.2. Ultrasonic measurements
First, it was necessary to select specimens without long
internal cracks which could relieve the stress the spec-
imens experienced in situ; in that case, information
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Figure 2. Results of microscopic study of characteristic polished sections of each sample of rocks – grano-diorite
(No. 1 – PB1-11), granite (No. 2 – PB1-32 / 56/80) and diorites (No. 3 and 4 – PB1-113 and PB1-96) using a Phenom
ProX scanning electron microscope.

about these stresses may get lost. To check the “ho-
mogeneity” of the specimens, they were scanned using
a laser-ultrasonic flaw detector operating in an auto-
matic pulse-echo mode. Figure 3 shows a schematic
diagram of scanning. A laser optoacoustic transducer
excites a short powerful longitudinal wave pulse. At
the transducer-specimen interface, the longitudinal
wave is partially converted into shear wave. Both
waves are reflected from the diametrically opposite
generatrix of the specimen and recorded by a broad-
band piezoelectric transducer (Figure 3). Their veloc-
ities are calculated from the time delay of the waves
for a given sample diameter. The measurement error
of elastic wave velocities was 0.2% [21]. Scanning was
carried out along the generatrix with a step of 1 cm.
Longitudinal wave velocity maps produced using the
MatLab software were used for a visual inspection
of the specimens to find out if there are large-scale
defects such as cracks/pores larger than 5mm in size.
Also, the dynamic Young’s modulus Ed and shear
modulus G, and Poisson’s ratio ν were calculated
from the velocities using the formula [21]:

Ed = ρ · V 2
p ·

[
3 − 1

χ−1

]
, (1)

G = ρ · V 2
s , (2)

ν = χ−2

2 · (χ−1) , (3)

where G is the shear modulus, ρ is the density, and
χ = (νp

νs
)2 is the square of the ratio of longitudinal

wave velocity to shear wave velocity.

2.3. Mechanical testing
The physical and mechanical properties of the spec-
imens (ultimate uniaxial compressive strength Rc,
static modulus of elasticity E, and Poisson’s ratio ν)
were determined with the use of TP-1-1500 press with

Figure 3. Schematic diagram of measurement of elas-
tic wave velocities using laser ultrasonic flaw detector:
optical cable (1), laser (2), computer (3), detector (4),
laser radiation (5), optoacoustic generator (6), pulses
(7), granite specimen (8).

a maximum load of 1500 kN and a tensometric com-
plex consisting of an LTR crate system and ACTEST-
OEM software (modules LTR 212M-2 and LTR-EU-
2-5). The press and the tensometric complex were
synchronised to stress recording. Then, longitudinal
and lateral compressive strains were measured as the
specimens were subjected to load changing from 5%
to 50% of the ultimate compressive strength.

2.4. Acoustic emission measurements

The memory effect was studied with a SDS 1008 acous-
tic emission monitoring system and Maestro 1.2.2 soft-
ware for data processing. The cumulative AE count
Nand acoustic emission activity CΣ were analysed [1].
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№ habb h d m V ρ Vp VS ν E Rc

[m] [cm] [cm] [g] [cm3] [g cm−3] [m s−1] [m s−1] [GPa] [MPa]

1 74,6 9,83 6,26 864,19 308,2 2,78 6018 3774 0,21 102 51
2 95,5 9,99 6,3 881,03 315,2 2,76 5490 2998 0,22 72 94
3 150 10,31 6,3 847,48 325,3 2,61 5253 3096 0,23 72 158
4 158,2 10,19 6,3 833,13 321,5 2,59 5673 3067 0,22 84 150
5 201,2 10,24 6,29 839,46 322,1 2,61 5523 3106 0,27 80 191
6 212,2 9,94 6,29 823,75 313,6 2,63 5696 3443 0,21 85 195
7 230,2 11,74 6,3 908,62 370,4 2,57 6485 3781 0,24 103 195
8 260 10,43 6,26 853,73 326 2,62 6052 3507 0,25 96 146
9 302 10,31 6,3 850,54 326,3 2,61 5627 3124 0,28 83 175
10 350,4 10,16 6,28 925,96 319,6 2,85 5971 3467 0,25 103 116
11 400,6 10,31 6,28 925,8 326,3 2,78 5764 3044 0,31 94 149

Table 1. Physical and mechanical properties of specimens.

3. Results
The physical and mechanical properties of the speci-
mens are shown in Table 1.
According to Table 1, the specimens are hard; the

highest values of rock skeletal density are typical of
granodiorite and diorite (ρ = 2.81–2.90 g cm−3) unit,
the density of granite specimens (ρ) varies from 2.57 to
2.63 g cm−3; the dynamic modulus of elasticity varies
from 72 to 103GPa. The hardest granite is found in
the middle of the analysed depth interval (from 200
to 230m).

The specimens were subjected to uniaxial compres-
sion and their acoustic emission was simultaneously
recorded.
The rocks in the massif were in stress state, so

the goal of acoustic emission testing was to estimate
in-situ stresses and compare them with the results
of a numerical simulation. However, since available
archive materials do not have the level of detail that
is required for a numerical simulation, the vertical
stresses in the rock mass were calculated under the
assumption that rock stress changes with depth as
a result of geostatic load, according to which the
expression for vertical stresses is as follows

σ = ρ g h, (4)

where habb is the depth. Accordingly, horizontal
stresses can be estimated in terms of the parameters
presented in Table 1:

σ = ξ ρ g h, (5)

where ξ is the lateral earth pressure coefficient:

ξ = ν

(1 − ν) , (6)

where ν is Poisson’s ratio.
In this approximation, vertical and horizontal

stresses were calculated with respect to the borehole
axis.

Figure 4 shows longitudinal velocity maps for Spec-
imens No. 4 and No. 5 (given in Table 1). Specimens
C and D (sample depths of 157.1 and 200.3m, re-
spectively) were discarded due to the considerable
variation of the P-wave velocity. Specimen C has
a variation coefficient of 3.5%, and specimen D of
2.1%. A total of 54 velocity values were determined
for each specimen (the grid of scanning was 9 by 6
points). Specimens A and B were homogeneous and
structurally undisturbed; so they were investigated
using the acoustic emission method.

Stress calculations were performed for granite, dior-
ite, and granodiorite, which are igneous rocks; they
are characterised by similar structural-textural fea-
tures and similar behaviour under load. The resulting
values of vertical and horizontal stresses are given in
Table 2. The third column of the table contains the
names of the specimens subjected to uniaxial com-
pression accompanied with simultaneous recording of
acoustic emissions.
Figure 5 shows the calculated distribution of the

stress with depth (based on Table 2).
The specimens mentioned in Table 2 were subjected

to uniaxial compression and acoustic emission was
simultaneously recorded. It was found that the ex-
perimental relationship between stress and AE count
is similar to that determined from theoretical experi-
ments aimed at recovering in-situ stresses in different
types of granite. Figure 6 shows the cumulative num-
ber of AE events (AE count N) versus the applied load
(Specimen PB1-50). Calculated by the above formula,
the averaged vertical stress at the sampling depth of
PB1-50 is equal to 5.44MPa. Using inflection of the
experimental AE count versus stress curve (Figure 6),
the in-situ stress the specimen experienced is esti-
mated at 5.56MPa; so the Felicity ratio is FR = 1.02
. Thus, the error of in-situ stress estimation is 2%.
The AE testing of Specimen PB1-113 produced

similar results. Figure 6 shows the AE activity (Σ)
versus the applied load for this sample. Clearly, two
differently inclined tangents can be drawn to the AE
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Figure 4. Velocity distributions: homogeneous specimens (A and B) and heterogeneous specimens (C and D).

Depth h
Specimen № ρ ν ξ Rock typefrom to

[m] [g cm−3] [MPa] [MPa]
0 20,5 2,01 0,29 0,69 0,40 0,69 quaternary sediments

20,5 44,0 2,63 0,22 0,28 1,01 0,28 granite
44,0 74,8 PB1-4(74.6m) 2,78 0,21 0,27 1,84 0,49 granite
74,8 95,7 PB1-11(95.5m) 2,76 0,22 0,28 2,41 0,64 granodiorite
95,7 107,0 2,78 0,21 0,27 2,73 0,72 granodiorite
107,0 119,5 2,63 0,22 0,28 3,05 0,86 granite
119,5 121,8 2,58 0,33 0,49 3,11 1,53 granite
121,8 145,0 2,63 0,22 0,28 3,71 1,05 granite
145,0 150,2 PB1-29(150.0m) 2,61 0,23 0,49 3,83 1,89 granite
150,2 153,0 2,58 0,33 0,49 3,91 1,93 granite
153,0 158,4 PB1-32(158.2m) 2,59 0,22 0,28 4,04 1,14 granite
158,4 177,3 2,63 0,22 0,28 4,54 1,28 granite
177,3 193,7 2,64 0,21 0,28 4,96 1,40 granite
193,7 201,4 PB1-46(201.2m) 2,61 0,29 0,41 5,15 2,10 granite
201,4 208,6 2,61 0,29 0,41 5,34 2,18 granite
208,6 212,4 PB1-50(212.2m) 2,62 0,28 0,40 5,43 2,22 granite
212,4 228,2 2,61 0,29 0,41 5,84 2,38 granite
228,2 230,4 PB1-56(230.2m) 2,65 0,20 0,25 5,89 1,47 granite
230,4 260,2 PB1-66(260.0m) 2,65 0,20 0,25 6,67 1,67 granite
260,2 302,4 PB1-80(302.2m) 2,65 0,20 0,25 7,76 1,94 granite
302,4 302,7 2,65 0,20 0,25 7,78 1,94 diorite
302,7 305,0 2,61 0,32 0,47 7,83 3,69 diorite
305,0 350,6 PB1-96(350.4m) 2,65 0,20 0,25 9,01 2,25 diorite
350,6 400,6 PB1-113(400.6m) 2,65 0,20 0,25 10,32 2,58 diorite

Table 2. The most intense UV-Vis spectral lines of SM-I and its investigated derivatives.
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Figure 5. Distribution of averaged vertical and hor-
izontal stresses with depth (deformation properties
ignored) along the borehole axis: Quaternary sedi-
ments (1), granite (2), granodiorite (3), and granite
(4); zone of higher level of fracturing (5); diorite (6)
Quaternary sediments (1); granite (2); granodiorite
(3); granite (4); zone of higher level of fracturing (5);
diorite (6).

activity versus the applied load curve. The coordinate
of the intersection of these tangent lines corresponds
to the value of the in-situ vertical stress the specimen
experienced before its recovery from the borehole. So,
based on the results of AE testing of this sample, the
vertical in-situ stress is 10.33MPa, the stress memory
factor being equal to 0.97 (based on numerical simu-
lations, the vertical in-situ stress is 10.00MPa). Note
that this sample demonstrates a classical example of
estimating the stress memory effect using the gener-
ally accepted technique of drawing tangents to linear
sections of the AE count (N) vs. stress plot (point Z
is the intersection of the tangents in Figure 7).

4. Discussion
Thus, in the case of specimen PB1-50 (granite), the
stress memory effect is manifested by a significant
increase in the AE count after the applied load has
exceeded the previously experienced stress, which was
observed in theoretical experiments as well. Specimen
PB1-113 (diorite) did not show such a pattern; there-
fore, it was required that tangents be drawn. This is
most likely due to lithological differences between the
specimens.

Figure 6. Cumulative AE count versus stress (Speci-
men PB 1-50): recovered in-situ stress value (purple
arrow – approximate value of stresses acting in the ar-
ray; blue arrow – the value of the restored voltage).

Figure 7. Cumulative AE count versus stress (speci-
men PB 1-113).

Table 3 shows the values of calculated vertical stress
σy and vertical stress σestimatedy recovered from AE
measurements, and the Felicity ratio FRy. Clearly,
except for a depth of 95.5-95.7m, the values of the
Felicity ratio are close to 1, belonging to the interval
[0.81; 1.12], which indicates that the principal in-situ
stress can be recovered.

5. Conclusions
The acoustic emission method based on the Kaiser
effect has some advantages over other in-situ stress
estimation methods. The method is an efficient and
easy-to-use one. No complex high-precision deforma-
tion measurements are required. It is quite reasonable
to use this AE method for studying the stress state
of a rock mass. The method is very informative, de-
scribing in detail how the distribution of stress with
depth depends on the structure of the rock mass.
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Depth h
Specimen № σy σestimated

y FRyfrom to
[m] [MPa] [MPa]

74,6 74,8 4 1,85 2,29 0,81
95,5 95,7 11 2,42 1,36 1,55
150,0 150,2 29 3,84 3,82 1,00
158,2 158,4 32 4,05 - -
201,2 201,4 46 5,15 6,18 0,83
212,2 212,4 50 5,44 5,54 0,99
230,2 230,4 56 5,90 5,25 1,12
260,0 260,2 66 6,67 6,78 0,98
302,2 302,4 80 7,77 9,62 0,81
350,4 350,6 96 9,02 - -
400,6 400,8 113 10,32 10,0 0,96

Table 3. Estimation of in-situ stresses using the AE method.
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Abstract. We analyse nonlinear second-order differential equations in terms of algebraic properties
by reducing a nonlinear partial differential equation to a nonlinear second-order ordinary differential
equation via the point symmetry f(v)∂v. The eight Lie point symmetries obtained for the second-order
ordinary differential equation is of maximal number and a representation of the sl(3, R) algebra. We
extend this analysis to a more general nonlinear second-order differential equation and we obtain similar
interesting algebraic properties.
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1. Introduction
Nonlinear differential equations are ubiquitous in
mathematically orientated scientific fields, such as
physics, engineering, epidemiology etc. Therefore, the
analysis and closed-form solutions of differential equa-
tions are important to understand natural phenomena.
In the search for solutions of differential equations,
one discovers the beauty of the algebraic properties
that the equations possess. Even though closed-form
solutions are the primary objective, one cannot ignore
the interesting properties of the equations [1–6]. In
recent years, one such area in relativistic astrophysics
involves the embedding of a four-dimensional differen-
tiable manifold into a higher dimensional Euclidean
space which gives rise to the so-called Karmarkar
condition for Class I spacetimes [7]. The Karmarkar
condition leads to a quadrature, which reduces the
problem of determinig the gravitational behaviour of
a gravitating system to a single generating function.
This is then used to close the system of field equations
in order to get a full description of the thermodynam-
ical and gravitational evolution of the model. In a re-
cent approach, Nikolaev and Maharaj [8] investigated
the embedding properties of the Vaidya metric [9].
The Vaidya solution is the unique solution of the Ein-
stein field equations describing the exterior spacetime
filled with null radition of a spherical mass distribution
undergoing dissipative gravitational collapse. In their
work, Nikolaev and Maharaj showed that the Vaidya
solution is not Class I embeddable but the generalised
Vaidya metric describing an anisotropic and inhomo-
geneous atmosphere comprising of a mixture of strings
and null radiation gives rise to interesting embedding
properties. Here, we consider the nonlinear partial dif-
ferential equation arising from the generalised Vaidya
metric be of Class I. The governing equation is

2r2mm′′ − r2m′2 − 2rmm′ + 3m2 = 0, (1)

where the prime denotes differentiation of the depen-
dent variable, m(v, r), with respect to the independent
variable, r. Equation (1) is not v-dependent explicitly
and possesses the point symmetry f(v)∂v where f(v)
is an arbitrary function of v only. Using this symmetry,
we obtain the invariants r = x andm = y(x), which re-
duces (1) to a nonlinear nonautonomous second-order
ordinary differential equation

2x2yy′′ − x2y′2 − 2xyy′ + 3y2 = 0, (2)

where y is a function of x only. We use the Lie sym-
metry approach to obtain the solution of (2). Using
the solution of (2), we obtain the solution of (1).

2. Preliminaries
Let (x, y) denote the variables of a two-dimensional
space. Suppose that x is the independent variable
and y is the dependent variable. An infinitesimal
transformation in this space has the form

x̄ = x+ εξ(x, y) (3)
ȳ = y + εη(x, y) (4)

which can be regarded as generated by the differential
operator

Γ = ξ(x, y) ∂
∂x

+ η(x, y) ∂
∂y
. (5)

Since we are concerned with point symmetries in this
paper, ξ and η depend upon x and y only. Under
the infinitesimal transformation (3) and (4), the nth
derivative transform is given by

ζn = η(n) −
n∑

j=1

(
n

j

)
y(n+1−j)ξ(j) (6)

and

Γn = ζn
∂

∂y(n) , (7)
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where the notation η(n), ξ(j) and y(n) denote the
nth, jth and nth derivative of the dependent vari-
able with respect to x. In the case of a function,
f(x, y, y′, ..., y(n)), the infinitesimal transformation is
generated by Γ + Γ1 + Γ2 + ...+ Γn which we write as
Γ[n], where [10]

Γ[n] = Γ +
n∑

i=1

[
η(i) −

i∑

j=1

(
i

j

)
y(i+1−j)ξ(j)

]
∂

∂y(i) , (8)

is called the nth extension of Γ.
In the case of an equation

E(x, y, y′, ..., y(n)) = 0 (9)

the equation is a constraint and the condition [11, 12]
Γ a symmetry of the equation

Γ[n]E|E=0 = 0, (10)

i.e. the action of th nth extension of Γ on the function
E is zero when the Equation (9) is taken into account.
We note that E = 0 may be a scalar equation or
a system of equations1.

3. Symmetry analysis
The Lie point symmetries2 of (2) are

Γ1 = x
∂

∂x

Γ2 = y
∂

∂y

Γ3 = x3/2√y ∂
∂y

Γ4 = √xy ∂
∂y

Γ5 = 2x ∂

∂x
+ 3y ∂

∂y

Γ6 = x2 ∂

∂x
+ 3xy ∂

∂y

Γ7 =
√
y

x

∂

∂x
+
(y
x

)3/2
∂y

Γ8 = √xy ∂
∂x

+ 3y3/2
√
x

∂

∂y

which is a maximal number for a second-order ordinary
differential equation and must be a representation of
the sl(3, R) algebra in the Mubarakzyanov Classifi-
cation Scheme [21–24]. Equation (2) is linearisable
to

d2Y

dX2 = 0, (11)

1An interested reader is referred to [13–16].
2The Mathematica add-on package SYM [17–20] was used

to obtain the symmetries.

by means of a point transformation. The solution
of (11) is

Y = AX +B, (12)

while the solution of (2) is not exactly obvious. How-
ever, one can transform (2) to (11). We seek the trans-
formation from (2) to (11) which casts Γ4 = √xy∂y

into canonical form. Γ4 assumes canonical form pro-
vided

ξ(x, y)∂X
∂x

+ η(x, y)∂X
∂y

= 0 (13)

ξ(x, y)∂Y
∂x

+ η(x, y)∂Y
∂y

= 1, (14)

where ξ = 0 and η = √xy because (2) possesses
a symmetry of the general form Γ = ξ∂x + η∂y.
When we apply the method of characteristics

for first-order partial differential equations to (13)
and (14), we obtain

dx

0 = dy√
xy

= dX

0 (15)

dx

0 = dy√
xy

= dY

1 (16)

for which the solutions are

X = x, Y 2 = 4y
x
. (17)

Under the transformation (17), Equation (2) takes
the form in (11). Hence we may apply (17) to (12) to
obtain the solution to (2), which is

y(x) = 1
4x(Ax+B)2, (18)

where A and B are two constants of integration.
By using the invariants r = x and m = y(x), the

solution of (1) follows from (18) and is

m(v, r) = 1
4r(A(v)r +B(v))2, (19)

where A(v) and B(v) are functions of integration.

4. The general case
We consider a general case by setting y(x) = un, where
u is a function of x in Equation (2), we obtain a more
general second-order equation

2nx2uu′′ + n(n− 2)x2u′2 − 2nxuu′ + 3u2 = 0. (20)
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The Lie point symmetries of (20) are

Λ1 = x
∂

∂x

Λ2 = ∂

∂x
+ u

nx

∂

∂u

Λ3 = 1
n
x3/2u1−n/2 ∂

∂u

Λ4 = 1
n

√
xu1−n/2 ∂

∂u

Λ5 = 2x ∂

∂x
+ 3
n
u
∂

∂u

Λ6 = x2 ∂

∂x
+ 3
n
xu

∂

∂u

Λ7 =
√
un

x

∂

∂x
+ u1+n/2

nx3/2
∂

∂u

Λ8 =
√
xun

∂

∂x
+ 3
n

√
un+2

x

∂

∂u
.

As (20) is a second-order ordinary differential equation
and possesses eight Lie point symmetries, it is related
to the generic second-order equation [25]

d2Y

dX2 = 0. (21)

When we apply the method of characteristics for first-
order partial differential equations to (13) and (14),
and using symmetry Λ4, we obtain

dx

0 = du
1
n

√
xu1−n/2 = dX

0 (22)

dx

0 = du
1
n

√
xu1−n/2 = dY

1 (23)

for which the solutions are

X = x, Y 2 = 4un

x
. (24)

From the solution of (21), by means of the transfor-
mation (24), we obtain the solution of (20) as

u(x) =
(x

4

) 1
n (C1x+ C2)

2
n , (25)

where C1 and C2 are constants of integration.

5. Conclusion
Most studies of the algebraic properties of ordinary
differential equations are focused on the first, second
and third order equations, which is most natural since
these are the equations which arise in the modelling of
natural phenomena. In this paper, we performed the
symmetry analysis of Equation (2) and showed that
the equation possesses the sl(3, R) algebra. In turn,
we reported the solution of (2) and thus obtained the
solution of (1). A natural generalisation of (2) followed.
By settingm(v, r) = zn, where z is a function of v and
r in Equation (1), we obtain a more general partial
differential differential

2nr2zz′′ + n(n− 2)r2z′2 − 2nrzz′ + 3z2 = 0, (26)

where the prime denotes differentiation of the depen-
dent variable, z(v, r), with respect to the independent
variable, r. We note that, as in Equation (1), (26)
is not explicitly dependent on v, and therefore pos-
sesses the point symmetry g(v)∂v, where g(v) is an
arbitrary function of v only. We use this symmetry
to obtain the invariants r = x and z = u(x) which re-
duce (26) to the second-order nonlinear Equation (20)
with the solution given by (25). Using (25) and the
invariants mentioned above, we obtain the solution
for Equation (26) to be

z(v, r) =
(r

4

) 1
n (C1(v)r + C2(v))

2
n , (27)

where C1(v) and C2(v) are functions of integration.

This paper demonstrates that the Equations (1),
hence (26), which, at first glance, looks complicated,
has some very interesting properties from the
viewpoint of Symmetry analysis. Using the symmetry
approach we were able to show that these equations
are integrable and have closed-form solutions.
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Abstract. This paper proposes a Self-interference (SI) cancellation system model of Underwater
acoustic (UWA) communication for in-band full-duplex (IBFD) technology. The SI channel is separated
from the Far channel by exploiting a concurrently orthogonal pilot channel estimation technique using
two orthogonal frequency-division multiplexing (OFDM) blocks to establish orthogonality between
them based on a unitary matrix. Compared to the half-duplex channel estimator, the mean squared
error (MSE) and the bit error rate (BER) provided strong evidence for the efficiency of the proposed SI
cancellation. Since full-duplex systems are more efficient than half-duplex ones, the proposed approach
might be seen as a viable option for them. The proposed method proved effective when used with
a fixed full-duplex (FD) position and FD shifting of up to 4°. Different channel lengths and distances
are adopted to evaluate the proposed method. Initial findings indicate that MSE for the SI channel
minimum mean-square error (MMSE) estimator at 20 dB is 0.118 · 10−3, for fixed FD. In addition, this
paper presents a geometry channel model for the Far channel in the IBFD underwater communication
system that describes the propagation delay of the multipath reflection. The simulation results for the
multipath propagation delay spread are similar to the traditional results, with the delay spread of the
suggested model reaching (79ms), which is close to the Bellhop simulator result (78ms).

Keywords: Full duplex, self-interference cancellation, Far channel model, channel estimation, multi-
path propagation, underwater acoustic communication.

1. Introduction
Many industries have found a use for the UWA communication technology, which has been extensively re-
searched and put into practice in areas including underwater sensor networks, marine environment observation,
oceanographic engineering building, etc. [1]. UWA communication systems’ spectral efficiency is limited by
three variables: the small frequency bandwidth available, the complexity of UWA multipath propagation, and
the slow speed of sound underwater (1500m s−1) [2, 3]. To maximise the usage of the radio spectrum, the FD
communication technology was developed [4, 5]. This technology may also be applied to UWA communications
systems. Many studies have been done on the viability of FD technology in UWA communication systems [6, 7],
particularly the IBFD technology, due to its ability to increase system performance by a factor of two by
doubling the frequency spectrum efficiency. Due to the signal of the near transmitter in FD interfering with
the signal of interest from the far transmitter and preventing the receiver of FD from detecting the desired
signal because of its high power and long delay spread of multipath propagation, the SI cancellation is a primary
challenge regarding FD communications and has been the primary focus of research efforts. The SI cancellation
may be realised in two ways: analog cancellation and digital cancellation. The SI cancellation performance can
be enhanced by obtaining more precise SI and Far channel estimations [8, 9]. To reach an excellent estimation,
we should be able to distinguish between the SI and the Far channel at the reception. This separation may
be attained using orthogonality, which is employed in the transmission techniques of OFDM that operate in
a half-duplex mode. Signals orthogonal to one another do not interact, conflict with one another, and can be
examined individually without the other affecting the results. In order to estimate the SI and communication
channel, it is common practice to employ a known pilot sequence; alternatively, it is recommended to use an
orthogonal sequence as a pilot sequence. In this work, we assume that the corresponding positions of both the
transmitter and the receiver are fixed. According to a research on SI channel characteristics, it is safe to deduce
that the rapid channel fluctuations and the long SI channel reflections are the most crucial factors to take into
account when developing a digital SI canceller.
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2. Related works
In this section, we cover the literature on communication channel models for multipath propagation and
self-interference cancellation methods in full-duplex transmissions. The suggested approach advances a previous
research by maximising the precision of channel estimates while reducing unnecessary overhead.

In [10], the researchers suggested a model based on a binomial expression to describe the propagation delay of
channel geometry for four types of multipath reflection based on the height difference between the transmitter and
the receiver and the distance between them. They demonstrated that the attenuation coefficient would impact
the system’s efficiency when there is a significant height difference between the transmitter and receiver. In [11],
a geometrical channel model for the propagation delay of multipath scattering based on the angles of departure
and arrival in UWA communication was introduced. The researchers pretend that the multipath scatterers are
spread out on the ocean surface and floor. In [12], a non-stationary wideband channel model in shallow water
environments is proposed based on the angles of departure and angle of arrival. The researchers demonstrated
that the suggested model was realistic and effective in enabling extended time/distance simulations because
it takes into account numerous motion effects, such as time-varying angles, distances, and clusters’ positions
with the channel geometry caused by various motion factors that impact UWA channels. In [13], researchers
offered a geometry model describing the propagation range and delay for direct and multipath reflected from
surface and bottom in a tank environment with taking into account chemical constituents of water and sodium
chloride with other factors of attenuation. They demonstrated that the transmission in the tank is substantially
strong due to the enclosed space and the reflections from the tank wall and the surface and floor. Based on the
previous literature, the previous models suffered from the complexity in geometry models and the direction
of communication between the transmitter and the recipient is required to be in the horizontal direction only.
In [14], researchers presented a digital SIC based on Non-parametric-Maximum-likelihood (NPML) with a sparse
constraints approach to estimate the SI channel considering OFDM intended signal after Peak-to-Average
Power ratio (PAPR) treated as non-Gaussian noise. The suggested method outperformed both standard NPML
and LS in simulations and experiments, with a quicker convergence rate, more accurate SI channel estimate,
and superior SI cancelation performance. In [15], researchers suggested a digital RF SIC system model of
a transmitter and two receivers within the same equipment, used to collect a copy of the transmitted signal,
which is then subtracted from the signal at the primary receiver. A Kalman filter is derived to estimate the
correlated main channel and the auxiliary channel of both receivers in the presence of two forms of noise.
In [16], researchers offered an SIC system model in Co-time Co-frequency FD (CCFD) UWA communication.
To improve the performance of digital SIC by using the reconstructed SI signal from the SI channel obtained
using an adaptive filter, they suggested using the SI signal combined with the intended signal in the estimation
of the SI channel. In [17], an SIC model to estimate the SI and communication channels concurrently across
a FD connection utilising orthogonal pilot sequences was proposed. The HD and FD of both channel estimators
using the Cramer-Rao Lower Bound were compared. The estimators’ effectiveness depends on the sequence
length and number of channel taps. Maintaining sequence orthogonality and synchronisation through correlation
characteristics is crucial to the efficacy of channel estimators. Both channel estimators are impacted by the
cross-correlation deviation, whose sequences that are not synchronised at the receiver will determine the impact
on the performance. The results also indicated a degradation of the estimator’s performance with increasing
channel length. Additionally, most existing works suffer from overhead and complexity caused by iterations of
an adaptive filter; also, any small error in SI residual will affect the SIC performance.

Below is a description of the paper’s contribution. We proposed a system model that can eliminate self-
interference signal in the digital domain in an FD configuration by separating the Self signal from the Far
signal without needing a complex overhead adaptive filter. The proposed system for cancelling self-interference
employs two orthogonal OFDM blocks by creating an orthogonality between the Self signal and the Far signal,
resulting in the complete separation of the two signals, proved mathematically, and the complete cancelation
of self-interference. The proposed model does not depend on the channel length or the tap number of the
channel impulse response and also applied efficiency with fixed FD and shifted FD. Additionally, we proposed
a simple geometrical model for the Far channel based on a triangle to describe the multipath propagation of
shallow underwater acoustic communication. The suggested model provides flexibility to the direction between
the transmitter and receiver and consists of the direct path, multipath propagated by reflections on the sea
surface, and multipath propagated by reflections on the sea floor. The outline for this paper is as follows: In
Section 3, we dissect the proposed system model for channel model and SI cancellation. The simulation results
and discussion are described in Section 4. Section 5 offers a summary of the paper.

3. System model
In this section, we introduce the architecture of the SIC model for the IBFD-UWA communication system along
with the channel model, including both SI and Far channels and the measurements.
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3.1. Structure of both transmitters
This work explores a scenario in which two UWA nodes communicate in IBFD mode where the Far node is
a transmitter, and the Self node is a receiver. OFDM is used with quadrature phase shift keying (QPSK)
modulation method with N subcarriers and equispaced comb-type pilot patterns for channel estimation with
data index d and pilot index p. The OFDM block x has been obtained by IFFT of baseband transmitted signal
X, which contains data and pilot subcarriers.

x = IFFT {X} = 1
N

N−1∑

k=0
X [k] exp

(−j2πkn
N

)
(1)

For each OFDM block, the cyclic prefix selected of length longer than the propagation of the excessive delay
of the impulse response has been considered to overcome ISI caused by multipath propagation.

In the proposed system for full-duplex SIC, it is assumed that the Self and Far nodes use real-valued
equispaced comb-type pilot patterns with the same subcarriers with index p as shown in Figure 1.

Figure 1. Pilot pattern.

Pilot vector Xp =
[
P1, P2, . . . , PNp

]T with the length Np has been used for both Self and Far nodes.
At the Self node part, after the combination of data Xd at index d and pilot Xp at index p, the data XS

were created. Then, data XS passed through IFFT and cyclic prefix blocks and xScp
has been obtained. By

using a similar way, xFcp
has been obtained at the Far node part. These two signals are subsequently sent

through the SI and communication channels. The following subsection shows the model of SI and far channels.

3.2. The model of the channel
We construct a propagation channel model in this subsection, assuming a typical shallow water setting with
water column level dW shown in Figure 2.

Figure 2. An acoustic IBFD shallow water communication system.

The two transmitted signals pass through their separate channels, indicated by the SI channel and Far channel,
respectively. The UWA channel has a significant impact on the performance of the IBFD underwater wireless
communication system. Due to the strong self-interference and multipath propagation, reliable information
about the SI and communication channels are required to develop SI cancellation strategies successfully.

3.2.1. Far channel model
Characterising the propagation delay, spreading loss, transmission loss, and absorption loss of the vertical
channel is essential for developing a fundamental model of the channel. Distance-related weakening of signal
strength is expressed as a decibel (dB) value called transmission loss (TL). Attributable to a combination of
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spreading loss and attenuation, it is quantified by [18]. The latter is what would happen if the sound was
transmitted and immediately converted into heat due to friction.

TL (f) = 2αz + k log10 (r) + a (f) r, (2)

where αz denotes the 15 dB attenuation in the zy and zx planes. This is due to the fact that both the transducer
and the receiver employ toroidal transducers with a beam pattern, r represents the propagation range in
meters, and k is the spreading factor, which is 10 for spherical spreading and 20 for free-field spreading. In this
computation, a practical law that lies between both the spherical and cylindrical laws is selected. The presence
of magnesium sulphate in saltwater begins to contribute extra attenuation at frequencies lower than 500 kHz.
Despite its low quantity in saltwater, boric acid contributes at frequencies lower than 700Hz, and the equations
that follow are related to the computation of α(f) where:

α(f) = α1 + α2 + α3, (3)

(Freshwater attenuation) α1 = af2, (4)

(MgSO4Relaxation) α2 = b f0/(1 + (f0/f)2), (5)

(Boric acid relaxation) α3 = c f1/(1 + (f1/f)2), (6)

a = 1.3× (10 ∗ exp(−7)) + 2.1× ((10 ∗ exp(−10)) (T − 38)2, (7)

b = 2S × (10 ∗ exp(−5)) , (8)

c = 1.2× 10−4, (9)

f0 = 50× (T + 1), (10)

f1 = (10)(T −4)/100, (11)

where S = 35 represents salinity in h, T = 14 means temperature in degrees of Celsius, and f=12 kHz indicates
frequency band.

To model the communication channel between the self and far nodes, we propose a geometry model to
represent the multipath propagation in the Far channel based on a triangle by setting the angle between the
FD modem direction and water column θ = 90°. Direct path propagation delay TD is determined by using the
velocity formula:

TD = (DT −DR)/c, (12)

where the transmitter depth, denoted by DT , and the reception depth, indicated by DR and c = 1500 means
the sound speed. This model posits that DR is not constant, and its value varies with respect to DT . As seen in
Figure 3, the angle θ = 90° is between a column of water and the FD direction.

DR = DT − L ∗ cos (θ) , (13)

where the distance L is separated between the transmitter and receiver. According to Figure 3, the delay in the
propagation between the transmitter and the receiver may be calculated using the Pythagorean theorem of right
triangles, whether the signal is traveling over a straight path or multipath. In this case, the hypotenuse reflects
the time it takes for each reflection to complete its propagation. There are two sorts of assumed reverberations:
surface reflections, in which the initial reflection occurs on the surface, and bottom reflections, in which the
initial reflection occurs on the seafloor.

According to the Pythagorean theorem in a vast triangle, S constitutes d1, which shows the propagation
range by the initial reflection between the transmitter and the surface (the magnitude of the vertical motion on
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(a). Surface reflections. (b). Bottom reflections.

Figure 3. Multipath reflections in Far channel.

the first reflection line segment is equal to DT ) and then to the receiver, d2 (the magnitude of the vertical motion
on the second reflection line segment is equal to DR) after drawing the reflected distance, d2 is supplied to d1 as
an extension. So the sum of the vertical motion on these two line segments d1 and d2 is equal to DT +DR. The
side indicated by Sy is perpendicular to the hypotenuse, while the side indicated by Sx is next to it.

S =
√
Sx

2 + Sy
2 (14)

Sy = DT +DR (15)

Sx = (DT +DR) tan θ (16)

For every number of surface reflections, n, between 1 and N , the propagation delay is calculated as:

Syn = DT +
[n

2

]
2DW + (−1)n+1

DR, (17)

where DW is the water depth.

TSn =
(√

(DT +DR)2 tan2 θ +
(
DT +

[n
2

]
2DW + (−1)n+1

DR

)2
)
/c (18)

The same method is used to calculate the time taken for a single bottom reflection to propagate. As
illustrated in Figure 9 and the corresponding equation, Bx is unaffected by the number of reflections, whereas
By does change.

B =
√
Bx

2 +By
2 (19)

By = DT +DR (20)

Bx = (DT −DR) tan θ (21)

For every number of bottom reflections, n, between 1 and N , the propagation delay is calculated as:

Byn =
[n

2

]
2DW −

(
DT + (−1)n+1

DR

)
(22)
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The propagation delay for any number of reflections is computed depending on the velocity formula:

TBn =
(√

(DT −DR)2 tan2 θ +
([n

2

]
2DW −

(
DT + (−1)n+1

DR

))2
)
/c (23)

For normal incidence waves at the ocean’s surface boundary, the pressure reflection coefficient is around -1,
whereas for waves reflected off the ocean floor, it is roughly 1. Reflections from surfaces that are evenly spaced
contribute positively at the receiver, whereas reflections from uneven surfaces or the bottom negatively.

Figure 4 shows the Far channel response of the multipath between the source and the receiver. The delay
spread of the echoes in the Far channel was as high as 79ms because of the multipath propagation. This is
because the arrival times, amplitudes, and phases of signals change depending on the lengths of their original
signal routes and the delay spread. Intersymbol interference is caused by the delayed receiver copies; hence,
the propagation delay of the multipath compared to the direct path is an important feature of the underwater
channel.

Figure 4. Far magnitude CIR with L=1000.

The Bellhop simulator [19] is used to evaluate the effectiveness of the proposed model with the same
configuration parameters (DW , DR, DT , L, f) as shown in Figures 5a and 5b, where the red path indicates
a direct path or a signal that originates at the sea floor and refracts or diverges upwards until it encounters
a steep positive sound speed gradient at which point it refracts downwards. By reflecting off of the water’s
surface and/or bottom, the signal may make its way to the receiver via the water’s green route. In this case, the
black routes indicate an increase in multipath components at the receiver as a result of a more significant number
of potential paths reflected off of the sea surface and the uneven sea bottom. Results are relatively comparable
when comparing the delay spread of the suggested model (79ms) to those of the Bellhop simulator [19] (78ms).

(a). Ray trace. (b). CIR.

Figure 5. Bellhop’s multipath propagation setting in underwater.
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3.2.2. SI channel model
The channel coefficients and the magnitude channel impulse response, in seconds, for the Self node are generated
based on the proposed modelr [20]. Due to the fluid nature of the marine environment, including the movement
of organisms and ships, the FD may be displaced from the vertical direction at varying angles with the water
column.

This research assumes two situations to describe a self-interference channel: one in which the angle between
the water column and the FD direction is 0 degrees and another in which it is 4 degrees, as seen in Figure 6.

(a). θ = 0°. (b). θ = 4°.

Figure 6. SI magnitude CIR with L=30.

3.3. Structure of the receiver
In this section, we propose a model that can remove self-interference in a full-duplex system by separating the
Self signal from the Far signal. As mentioned previously, the two transmitted signals pass through their separate
channels denoted SI channel and Far channel, respectively, and the summation of them with AWGN noise is
received by the receiver antenna of the Self node, rcp as shown in Figure 7.

Figure 7. Received signals.

After removing the cyclic prefix and getting FFT from the received signal rcp as illustrated in Figure 8, with
an indication to number of subcarriers at each block, we have:

R = X̃SHS + X̃FHF +N . (24)
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Figure 8. Structure of SIC-based OFDM IBFD-UWA communication system.

Whose X̃ referred to the diagonal matrix created by X.

X = [X1, X2, . . . , XN ]T

X̃ =




X1 0 0 0
0 X2 0 0

0 0 . . . ...
0 0 . . . XN


 (25)

The proposed system assumed that the Self and Far channels are fixed for two OFDM blocks, and the Self
node uses the pilot vector Xp for the first OFDM block, same as the Far node, but it uses −Xp as the pilot
vector for the second OFDM block, unlike the Far node that uses the same Xp as the first block. So we have

R1 = X̃S1HS + X̃F1HF +N1,

R2 = X̃S2HS + X̃F2HF +N2. (26)

In matrix form, we have
[
R1
R2

]
=
[
X̃S1 X̃F1

X̃S2 X̃F2

] [
HS

HF

]
+
[
N1
N2

]
(27)

If only pilot subcarriers for two received OFDM blocks R1 and R2 have been chosen, we have
[
Rp1

Rp2

]
=
[
X̃p X̃p

−X̃p X̃p

] [
HpS

HpF

]
+
[
Np1

Np2

]
= A

[
HpS

HpF

]
+
[
Np1

Np2

]
(28)

The matrix A is a 2Np × 2Np real-valued unitary matrix [], ATA = I, so the channel frequency response
(CFR) of Self and Far channels in pilot subcarriers can be estimated by:

[
ĤpS

ĤpF

]
=
[
X̃p X̃p

−X̃p X̃T
p

]T [
Rp1

Rp2

]
(29)

With an interpolation, Self, and Far CFRs, ĤS and ĤF are estimated and because X̃S1 and X̃S2 are known
by the Self node we have; therefore, SI X̂F1 and X̂F2 can be obtained by

[
X̂F1

X̂F2

]
= ˜̂
H−1

F

([
R1
R2

]
−
[
X̃S1

X̃S2

]
ĤS

)
(30)

In the proposed system, it can be seen that at the Self node, the separation of two Self and Far signals has
been done completely, and SI cancellation from the Far node signal is made perfectly.
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4. Simulation results
In this section, the simulation results of the proposed method for full-duplex systems will be discussed. The
proposed orthogonal self-interference cancelation method based on mathematical proofs has no restrictions
on the channel characteristics and all the channels that can be used in the OFDM system can be used in the
proposed full-duplex system. Therefore, the proposed method for eliminating self-interference from Far signal is
independent of the number of channel taps unlike method of [17], where the orthogonality condition is satisfied
only in a certain number of channel taps.

Of course, similar to other communication systems, the characteristics of the channel, the length of the
channel impulse response, the number of pilots used for the channel estimation and the type of the method used
for channel estimation will be important and influential for the channel estimation efficiency of the proposed
system and the MSE and BER curves, but it will not have any effect on the main goal of the proposed paper,
which is the complete and accurate removal of self-interference signal from the Far signal.

All simulations are done in MATLAB based on the system model shown in the Figure 8 and Table 1 and the
simulation results are the average of 1000 simulation repetitions. In the following figures, the efficiency of the
proposed method for self-interference cancelation and channel estimation is well illustrated by MSE and BER
parameters.

Parameter Value
Bandwidth B 6 kHz
Number of sub-carrier Nc 1024
Signal constellation QPSK
CP interval 256 (1024/4)
Carrier frequency 12 kHz
Sampling frequency 48 kHz
Pilot arrangement Comb type

Table 1. Simulation parameters.

In the following figures, the simulation results of the proposed self-interference cancelation method for
full-duplex systems are shown based on establishing orthogonality between two Self signals and Far signals in
different modes and the efficiency and performance of the proposed system have been evaluated.

As shown in Figure 9, the MSE curve of the Far channel estimation in the two modes of the proposed
full-duplex and the conventional half-duplex completely coincide, and this figure shows the accuracy and efficiency
of the proposed method, which results in the correct separation of the Self and Far channels that is obtained
based on orthogonality and is the main goal and contribution of this paper. In the MSE curves, the estimation
efficiency of the Self channel is better than that of the Far channel because the Self channel has better conditions
due to the proximity of the transmitter and receiver.

(a). θ = 0°. (b). θ = 4°.

Figure 9. MSE of the MMSE channel estimation at different angles.
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In Figure 10, the BER curves for two full-duplex and half-duplex systems are illustrated. It can be seen that
the two curves are not exactly identical and there is a slight difference between them. But this difference is
inevitable and is not the reason for the inefficiency of the proposed method. According to the BER curve, the
performance of the half-duplex system is slightly better than the full-duplex system, which is related to the
overall structure of the full-duplex system.

In the half-duplex system, the Far channel is first estimated, then the Far data are extracted. But in the
full-duplex system, in general, the Self channel is estimated first. Then the product of the estimated Self channel
by the Self data is calculated and is subtracted from the received data. Finally, according to the data obtained
from the previous step, the Far channel is estimated and the Far data are extracted, according to equation 30 (of
course, in the proposed method, due to the existence of orthogonality, both Self and Far channels are estimated
simultaneously). That is why the bit error efficiency of the half-duplex system is slightly better than that of the
full-duplex system. Of course, it should be mentioned again that the bandwidth usage of the full-duplex system
is twice that of the half-duplex system.

(a). θ = 0°. (b). θ = 4°.

Figure 10. BER of the MMSE channel estimation at different angles.

In Figure 11 and Figure 12, the MSE and BER curves were displayed using the MMSE channel estimation
method for different channels with different channel lengths. As can be concluded from these figures, the
proposed method for cancelling self-interference has no limitations and is suitable for each channel with different
characteristics. Also, we can see from Figure 13 and Figure 14 that the proposed orthogonal full-duplex method
has a high efficiency in dealing with different Self-node and Far-node distances, and changes in the distance do
not affect the system’s efficiency.

Figure 11. MSE of the SI MMSE channel estimation with different CIR length.
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Figure 12. BER of the Far MMSE channel estimation with different CIR length.

Figure 13. MSE of the SI MMSE channel estimation with different distances.

Figure 14. BER of the Far MMSE channel estimation with different distances.
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Finally, Figure 15 shows the actual and estimated channel frequency response for both the Self-channel and
the Far-channel. As can be seen, the channel estimation accuracy is excellent in both channels, and this is
due to the accurate separation of the two Self signal and Far signal. In the proposed system, by establishing
orthogonality conditions between two signals, the estimation of both channels occurs simultaneously and the
elimination of self-interference is done effectively, which is a big problem in full-duplex systems, and the proposed
method of this paper can be a suitable solution of this problem.

(a). Self channel. (b). Far channel.

Figure 15. Estimation of CFR.

5. Conclusion
In this paper, the separation of Self signal from Far signal in full-duplex systems is presented. The proposed
self-interference cancelation method uses two received OFDM blocks and provides orthogonality between the Self
signal and the Far signal, and in this way separates the Far signal from the self-interference signal. The main
contribution of this paper is the complete and accurate cancelation of self-interference from the Far signal without
the conditions of the Self and Far channels affecting the efficiency of the proposed method, unlike previous works
that had these problems. The correctness of the proposed method has been proved mathematically and it has
been shown by a simulation and comparison with the half-duplex system that the efficiency of channel estimation
and receiving Far-node data in the proposed full-duplex system are the same as that of the half-duplex system.
It is also shown that the proposed method has a good performance with fixed or shifted FD and no dependence
on the channel length or distance. As a result, the proposed method can be considered a good solution for
full-duplex systems with much better spectral performance than half-duplex systems. The findings also indicate
that the proposed channel model correctly represents the behaviour of multipath propagation in a shallow water
environment in a delay spread as compared with the traditional works in horizontal communications, where the
results at θ = 90°are very close with Bellhop simulator for delay spread measurement.
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Abstract. Ultra-short pulsed laser ablation may be used for high-precision machining with very
low thermal influence on the processed materials. Due to this reason, lasers are increasingly used for
processing of advanced materials, such as titanium alloys, nickel-based alloys or steel, every year. In
this study, four advanced technical materials were analysed and compared under femtosecond laser
irradiation with three different wavelengths. The main laser-material interaction parameters were
identified, namely the ablation threshold and removal efficiency parameters. Higher removal rates were
found for Ti6Al4V alloy with all three harmonic wavelengths. To increase process productivity, a method
of increasing the repetition rate and scanning speed was presented. With the maximum repetition
rate, the productivity increased five-fold with a similar removed depth and surface quality. Finally,
the suitability of the identified parameters with regard to quality and productivity was demonstrated
for fabrication of two complex structures – honeycomb and dot – which has the potential to improve
friction properties of advanced materials.

Keywords: Femtosecond laser ablation, Ti6Al4V, Inconel 718, AISI 316L, tool steel, surface texture.

1. Introduction
Ultra-fast lasers operating with femtosecond or pi-
cosecond pulses have seen a significant development
in the last few years [1]. They have become irreplace-
able in many industrial sectors, such as electronics [2],
material processing [3] or surface structuring and func-
tionalization [3, 4]. The benefits of ultra-fast laser
processing include very precise material processing
without heat affection and high process control [5].
However, the knowledge of ablation behaviour and
laser-matter interaction is crucial before commenc-
ing material processing. Basic ablation characteris-
tics include an ablation threshold and removal effi-
ciency [6, 7]. The ablation threshold indicates the
minimum fluence needed to start the material abla-
tion [5, 8, 9]. Removal efficiency can be defined as the
amount of material removed per time and per energy
input [5]. It has been determined that the maximum
removal efficiency can be found for e2 multiple of the
threshold fluence [6]. However, a low process produc-
tivity, coupled with the high cost of devices, remains
a significant limit. There are several approaches to in-
creasing productivity, including both newly developed
methods, such as burst mode [10, 11] or multi-beam
technique, [12] and more conventional methods, such
as optimization of wavelength [2], in-creased repetition
rate [2, 13, 14] or changes in the pulse duration [15].
There are fewer studies of conventional methods, even
though optimisation of the repetition rate, energy

and wavelength can increase the productivity of the
ablation process several-fold on an existing laser equip-
ment. In addition, published studies related to laser
matter-interaction basics (e.g. [9, 15, 16]) deal with
removal rates in nm/pulse or µm/pulse, which can be
difficult to use in practical applications. Moreover,
a complex comparison of the ablation characteristics
for the same laser set-up among advanced materials,
such as steel, titanium alloy and nickel-based alloy
is absent from the open literature. These selected
materials are used in a wide range of applications
ranging from automotive, medicine, oil, and chemical
industries to aerospace industry [17–19]. A thorough
description of an optimisation of wavelength, laser
power and repetition rate for maximizing productivity
in the available laser system is likewise lacking, despite
the fact that this knowledge is necessary for a wider
industrial use of ultra-fast lasers.

This paper presents a complex comparison of abla-
tion behaviour with respect to the surface quality of
advanced highly-used industrial materials (Ti6Al4V,
Inconel 718, tool steel and stainless steel) under fem-
tosecond laser irradiation by using three different wave-
lengths. The ideal ablation parameters were studied
in depth through an increasing repetition rate ex-
periment resulting in an increased process productiv-
ity. Finally, the experimentally obtained results were
demonstrated in a complex structure production for
a possible tribology application.
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2. Materials and methods
2.1. Laser set-up
A femtosecond laser source (Ligtcon Carbide CB3-
40W) was used for the experiments. This source was
integrated into a Master 1 laser micro-machining sta-
tion with optical paths for three harmonic wavelengths
λ = 1030 nm, 515 nm, 343 nm. The laser beam was
delivered through galvo-scanners (InteliScan14) and
focused with a F-theta lens on the working plane.
The main characteristics of the laser set-up and laser
source are listed in Table 1.

Laser source Lightcon Carbide CB3-40W
Wavelength 1030 (IH), 515 (IIH), 343 (IIIH)
λ [nm]

Power 40 (IH), 20 (IIH), 11 (IIIH)
Pavg [W]

Repetition rate 200–1000
f [kHz]

Pulse duration 260 fs –10 ps
τp

Beam quality <1.2 (IH)TEM00; M2

Table 1. Laser source type used with main parameters.

2.2. Materials
Four technical materials, namely two types of steel,
Inconel 718 nickel-based alloy and Ti6Al4V titanium
grade 5 alloy, were chosen for this study. A total of
one round shape sample with a diameter of 80mm and
thickness of 15mm from each material was prepared
for the experiments. The surface of the samples was
finished by grinding and the initial surface roughness
was measured using an InfiniteFocus G5 optical mi-
croscope. The results of the initial surface roughness
measurements are listed in Table 2. The detailed
chemical composition of these materials is listed in
Table 3 and their physical properties are listed in
Table 4.

Material Ra [µm] Rz [µm]

Tool steel 0.36 3.04
Inconel 718 0.26 2.25
Ti6Al4V 0.40 2.87
Stainless steel 0.40 3.03

Table 2. Initial surface roughness of the samples
measured by an optical method according to ISO 25178
standard explained by the parameter Sa (arithmetical
mean height of the area) and Sz (maximum height of
the area).

3. Methods
In this paper, the full process chain of laser surface
structuring is described for four advanced materials
(tool steel, stainless steel, Ti6Al4V and Inconel 718).
Firstly, the ablation threshold of all four materials
under femtosecond laser irradiation with three dif-
ferent wavelengths was studied. Then, the ablation
behaviour by removal rates and volume ablation rate
with surface roughness was demonstrated for three
harmonics. In the interest of increasing surface struc-
turing productivity, the use of a higher repetition rate
and scan speed was demonstrated and evaluated. Fi-
nally, the suitability of the obtained parameters was
demonstrated on surface structuring of two designed
structures (dot and honeycomb). The aim of this
study is to directly compare the ablation behaviour of
four advanced technical materials under laser irradia-
tion from three different wavelengths and femtosecond
pulses. Moreover, the obtained parameters were used
to increase structuring productivity and complex sur-
face structure preparation.

3.1. Pre-experiment of hatching angle
evaluation

Firstly, the effect of the hatching angle on surface
roughness was studied to eliminate the effect of the
scanning parameters on material behaviour after the
laser ablation process. Hatching angle (ϕ°) can be
defined as an angle of rotation between each laser
scanning passes, see Figure 1. For this experiment,
9 different hatching angles were set according to pre-
vious knowledge and results from [25]. The main idea
for choosing hatching angles was an appropriate com-
bination of even and odd numbers, prime numbers,
and including angles from 15 to 90 degrees. Other
laser and scanning parameters were kept constant,
based on previous knowledge and consequence to up-
coming experiments and can be found in Table 5. This
experiment was done on the tool steel material, where
squares of 5×5mm were fabricated by 120 laser passes.
After each pass, the hatching angle was rotated by ϕ.

Figure 1. The effect of the hatching angle on surface
roughness expressed by Sa [µm].

One of the constant scanning parameters was pulse
overlap (Sx), defined as the percentage overlapping of
pulses in the beam moving direction. Overlap Sx can
be expressed by Equation (1) as the function of the
scanning speed v [mm/s], repetition rate f [Hz] and
beam diameter 2ω [mm].
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Material Designation Chemical composition (Wt [%])

Tool steel 1.2379 C Cr Mo V Mn Si
1.4-1.6 11-12.5 0.6-0.9 1.2 0.2-0.4 0.2-0.5

Inconel 718 2.4668 Ni+Co Cr Mo Ti Al Nb+Ta
50-55 17-21 2.8-3.3 0.65-1.15 0.2-0.8 4.75-5.5

Ti6Al4V 3.7164 Al V Fe C
(grade 5) 5.5-6.7 3.5-4.5 0-0.4 <0.08

Stainless steel 1.4404 Cr Ni Mo C
(AISI 316L) 16.5-18 10 2-2.5 <0.03

Table 3. Chemical composition of the samples in Wt [%] and their designation according to DIN norm. Chemical
composition data were received from the material supplier.

Material Melting point Density Thermal conductivity Thermal expansion Ref.
[°C] [g/cm3] [W/mK−1] coefficient [x10−6 K]

Tool steel 1560 7.6 18.5–20 9.8–12.9 [20]
Inconel 718 1321–1393 8.1 9.3–11.5 8–12 [21, 22]
Ti6Al4V 1660 4.5 6.7–7.3 8.7–9.1 [23]
Stainless steel 1375–1400 7.99 13–17 15–18 [24]

Table 4. The physical properties of tested materials.

Wavelength (λ) 1030 nm
Pulse overlap (Sx) 90%
Fluence (F ) 3.5 J/cm2

Repetition rate (f) 200 kHz
Square size 5 × 5mm
Number of passes 120

Hatching angle (ϕ) 15°, 17°, 30°, 45°, 53°,
60°, 75°, 83°, 90°

Table 5. Process and scanning parameters used to
determine the hatching angle effect on surface rough-
ness.

Sx = 1 − v

2ω0f
(1)

The hatching overlap (Hy) [%] is the percentage
overlapping of the hatching lines with a defined hatch
distance (HD) and known beam diameter, according
to Equation (2). In this study, the same Sx and Hy

values were set for all the experiments.

Hy = D −HD

D
· 100 (2)

The surface roughness of the ablated craters was
evaluated by the same optical method as the reference
state. Parameter Sa [µm] is the arithmetical mean
height of the area, an extension parameter of Ra [µm].
Sa values were obtained from measurements of the
whole area (5×5mm) using the Gaussian robust filter
according to ISO 25178 [26].

3.2. Ablation thresholds
Different numbers of pulses for ablation threshold de-
termination, varying from 1 to 1000, can be found in
the literature [5, 6, 9]. For this experiment, 10 pulses
in one place were selected due to the continuity with
laser machining with an overlap of 90%. The ablation
threshold evaluation method used in this study, pre-
sented, for example, by [6], is based on measuring the
crater (spot) diameter. As energy increases, the crater
diameter increases, especially for metals. Then, the
threshold fluence (Fth = J/cm2) and exact spot diam-
eter (2ω0) can be evaluated using the approximation
computation by Equation (3) [6]:

ln 2Ep = D2

2ω2
0

+ lnFth + ln πω2
0 , (3)

where D2 is the crater diameter for pulse energy Ep.
In our case, each selected Ep was repeated ten times
in a row and then the crater diameters were measured
and averaged to increase the measurement accuracy.
For a direct comparison of the ablation behaviour of
the selected materials, all three available wavelengths
were used.

3.3. Removal efficiency
The removal efficiency experiment was designed us-
ing the known ablation threshold values and optimal
hatching angle. The main idea of these experiments
was to determine the ablation behaviour of the chosen
materials, especially the removed volume of material
per time. Two different expressions were used for the
determination of the ablation efficiency: removal rates
∆V/Pavg [mm3/min/W] and volume ablation rates
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∆V [mm3/min] with respect to the surface quality,
expressed by the parameter Sa [µm] the arithmetical
mean height of the area. Removal rates can be also
expressed as a function of fluence threshold (Fth) and
optical penetration depth δ. Finally, the best values
of fluence efficiency were used for the experiment with
increasing scanning speed and constant overlap.

∆V
Pavg

= 1
4 · δ

Fth
· ln2(2 · F

Fth
) (4)

For the removal rate estimations, the squares of
5 × 5mm were ablated with 120 laser passes and
hatch rotation by a defined angle after each pass. The
proper hatching angle was set according to the pre-
experimental results. The experiment was performed
with a repetition rate of 200 kHz and pulse duration
around τ ≈ 267 femtoseconds. All of the parameters
used in the experiment are presented in Table 6.

λ [nm] 2ω [µm] Sx, Hy [%] f [kHz] τ [fs]

1030 (IH) 33 90 200 267
515 (IIH) 31 90 200 267
343 (IIIH) 22 90 200 267

Table 6. Laser and scanning parameters for the
removal efficiency experiment.

After laser processing, the samples were cleaned for
15 minutes with ethanol in an ultrasonic bath. The
depth and surface roughness of the ablated craters
were evaluated with an InfiniteFocus G5 optical micro-
scope (Bruker Alicona, Austria). For detailed obser-
vations, a laser confocal microscope VKX-1000 from
Keyence was employed.

3.4. Increasing scanning speed and
repetition rates

The experimental design that was used for the removal
rates was also used for the increasing productivity ex-
periment by increasing the repetition rate with a con-
stant overlap. This experiment was performed for all
the materials and for one laser wavelength (1030 nm).
The constant parameter of laser fluences found to be
the most effective in terms of removal rates was used.
Then, the repetition rate was increased from 100 kHz
to 1MHz, with a constant overlap of 90%, which also
resulted in an increase of the scanning speed from
660 to 6600mm/s. The main idea of this experiment
was to determine the highest achievable laser ablation
productivity with our laser source.

3.5. Surface structuring
Two structures, namely dot and honeycomb, were
designed (Figure 2) to demonstrate the suitability of
the identified parameters. The dimensions of each
structure are listed in Table 7. For the dot structure,
the basic dimensions are the depth (H) and diameter
determined by the spot diameter (D) and pitch (R).

Figure 2. Schema of designed surface structures with
basic dimension: a) dot structure – view from top;
b) dot structure –cros-section profile; c) honeycomb
structure – view from top; d) honeycomb structure –
cros-section profile.

Structure type H [µm] D [µm] R, Rx, Ry [µm]

Dot 10 35 100
Honeycomb 10 150 35

Table 7. Structure dimensions, depth (H), diameter
(D), dot pitch (Rx, Ry) and line width of honeycomb
structure (R). All values are given in micrometre.

This is the same for the honeycomb structure, where
parameter D is defined as the circumscribed circle of
one of the hexagons. Pitch (R) for the honeycomb is
given by the spot diameter.

4. Results and discussions
4.1. Effect of hatching angle on surface

roughness
Before the main experiments, the effect of the hatching
angle on surface roughness was estimated. Stainless
steel was only one material used for this experiment.
The results of the surface roughness measurements
for different hatching angles ϕ obtained from the pre-
experiment can be found in Figure 3. The hatch-
ing angle ϕ = 17° had the lowest impact on surface
roughness and was, therefore, chosen for the subse-
quent experiments. The highest surface roughness of
Sa = 1.06 µm was measured for a hatching angle of
45°; it is 1.5 times higher than for an angle of 17°.

4.2. Ablation threshold
The ablation threshold measurement was done for
10 pulses in one place due to the correlation with the
following experiments, where an overlap of 90% was
used. Found values are displayed in Figure 4.

The lowest ablation thresholds were generally found
for the third harmonics used. This result supports the
fact that with decreasing wavelength, photon energy
increases [27]. The threshold fluences were found to be
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Figure 3. The effect of the hatching angle on surface
roughness expressed by Sa [µm].

Figure 4. The values of ablation threshold for tested
materials and wavelengths.

similar for all the materials except for Ti6Al4V with
the first harmonic, where the highest threshold value
of all the materials was measured. Obtained values
were compared with the values found in the literature;
see Table 8. Mostly the Fth for N=1 or N=100 pulses
can be found. Similarities between measured and liter-
ature values can be seen for Fth (100). The threshold
for one pulse ablation is usually much higher than for
higher pulse counts. The literature review also con-
firmed that, for the first harmonic used, titanium alloy
should have the highest Fth of the studied materials.

4.3. Removal efficiency
Using the ablation threshold values, the removal rate
dependences were plotted (Figure 5). A logarithmic
x-axis with F/Fth ratio was used for a better data
reproduction. All plot dependences had similar be-
haviour, reported by [6], reaching a maximum for e2 ×
Fth, then decreasing and staying constant for a higher
F/Fth ratio.

The highest removal rates were found for Ti6Al4V
titanium alloy for all three harmonics, especially for IH
(Figure 5a) where the removal rates reached δV/Pavg

= 0.3mm3/min/W. A possible explanation of this
fact may be related to the material’s thermal proper-
ties. Ti6Al4V titanium alloy had the lowest thermal

(a). IH (1030 nm)

(b). IIH (515 nm)

(c). IIIH (343 nm)

Figure 5. The removal rates for tested materials and
three harmonic wavelengths.

conductivity (6.7–7.3W/mK−1) of the tested materi-
als. The thermal conductivity coefficient describes the
ability of a material to transfer or conduct heat [32].
While, the lowest removal rates were found for tool
steel, especially for the optimal F/Fth ratio. The
thermal conductivity of tool steel is the highest of
all the tested materials. The relationship between
thermal conductivity and the removal rates is obvious.
Even though femtosecond laser irradiation is a cold
ablation process, some heat is produced, especially
for fluences higher than the ablation threshold. The
produced heat is transferred to the lattice. Therefore,
for the high thermal conductivity coefficient, a large
amount of heat is transferred to the lattice, meaning
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Material Laser wavelength Fth (1) Fth (100) Ref.
pulse duration [J/cm2] [J/cm2]

Ti6Al4V 800 nm, 30 fs 0.29 - [9]
Ti6Al4V 790 nm, 130 fs 0.272 0.142 [28]
pure Ti 775 nm, 150 fs 0.28 0.08/1.41 [8]
AISI 316L 800 nm, 260 fs 0.21 - [9]
AISI 304 800 nm, 260 fs 0.24 - [15]
AISI 316 775 nm, 150 fs 0.21 0.13 [8]
AISI 304 1064 nm, 10 ps 0.5 0.1 [29]
AISI 316 1030 nm 170 fs 0.15 0.135 (50 p) [14]
AISI 316 1030 nm, 515 nm, 10 ps 0.26 (1030), 0.15 (515 nm) - [5]
AISI 304L 800 nm, 100 fs-4,5 ps 0.02-0.05 - [30]
AISI 304 775 nm, 150 fs 0.16 - [19]
HR4 nickel alloy, alloy 115 800 nm, 100 s 0.377 0.152 [31]

Table 8. Literature review of the fluence threshold values Fth(1) and Fth(100).

(a). (b).

(c). (d).

Figure 6. Volume ablation rate and surface roughness (Sa) dependency on the laser fluence.

a low amount of heat to melt and ablate the material.
As a result, materials with high thermal conductivity
are more difficult to ablate by laser.
However, very minor differences in removal rates

were found for IIIH (Figure 5c). As reported by [18],
material absorptivity, especially for metals, increases
with shorter wavelengths. In addition, at shorter wave-
lengths, the laser energy is absorbed in a smaller vol-
ume of material, which localises the heated interaction
region. Thus, the possibility of thermal conduction is
reduced.
A limit of the removal rate parameter is its focus

on process effectivity. In spite of this fact, the volume
ablation rate parameter could be useful for describing
processes that need higher material ablation without
regard to energy consumption. However, negative

effects can occur, e.g. heat affection and increased
surface roughness. Therefore, a compromise between
the ablation rate and surface roughness needs to be
found. An ideal example can be seen in Figure 6a for
tool steel. For the achieved ∆V = 1mm3/min, an
ideal solution is to use IIIH, which demonstrated the
lowest surface roughness (Sa = 1.1 µm), much lower
than for IH (Sa = 4.5 µm) and IIH (Sa = 3.1 µm) for
the same volume ablation rate. Similar behaviour was
also observed for tool steel (Figure 6a) using IIIH,
where Sa remains constant even for higher fluences.
For stainless steel (Figure 6d), the Sa values achieved
for IIH were lower than for IIIH and much lower than
for IH. A very specific behaviour in comparison with
the other materials was found for Ti6Al4V (Figure 6c).
The lowest Sa was measured for IIH, much lower
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Figure 7. a) 2D image of cone-like features formed on lasered Ti6Al4V surface, b) 3D image of cone-like features.

than for IH and also for IIIH. Moreover, for IIIH, the
maximum volume ablation rate was the lowest of all
the tested materials. However, for IH, the maximum
(∆V = 2.06 mm3/min) was achieved in comparison
with the other materials, with a very high Sa of 8 µm
due to significant thermal effects. High surface melting
was observed for all the materials for higher fluences.
The highest Sa was measured for Inconel 718, reaching
Sa ≈ 12 µm.
For Ti6Al4V (Figure 6c), an increase in surface

roughness was observed for low fluences, especially
for IH and IIH. Optical inspection of ablated areas
was done by optical and confocal microscopes. Ex-
amples of different ablated materials with same used
wavelength and fluence can be seen in Appendix A Fig-
ure 11 detailed inspection of the Ti6Al4V surface, for
F=0.5 J/cm2 and IIH used, revealed some debris, see
Figure 7. These elements covered the whole lasered
surface at a height of about 25 µm. As published
by [33], cone-like features form due to material rede-
position and the thermal effects of fluences ranging
from F = 0.49–0.86 J/cm2. For higher fluences, some
micro-cracks start to form. The same results were
found in our study. Formation of cone-like features
can be limited by using IIIH, probably due to the
higher energy of incoming photons along with a higher
material absorption.

4.4. Increasing scanning speed and
repetition rates

In this paper, the method of increasing the repetition
rate for increasing process productivity was chosen.
The laser system used allows us to use a 1MHz rep-
etition rate with a maximum output power of 40W
with a scanning speed of more than 5m/s. For this
reason, the repetition rate was tested across the entire
adjustable spectrum from 100 kHz to 1MHz. The
same fluence, which was found to be optimal in the
previous experiments, was used, recalculated to the
applied repetition rate. The optimal fluence values
are shown in Table 9.

Material Fopt [J/cm2]

Stainless steel 0.57
Tool steel 0.57
Inconel 718 0.57
Ti6Al4V 0.45

Table 9. Optimal fluences obtained from removal
efficiency experiment for 200 kHz used for increasing
scanning speed experiment.

In Figure 8c, the volume ablation rates in relation
to the repetition rate are displayed. As expected, the
productivity of the process increases by increasing the
repetition rate or scanning speed. To demonstrate
the inclination of increase, trendlines were used. The
highest angle of inclination can be seen for Ti6Al4V.
It shows the highest productivity gains. The volume
ablation rates increase more than five-fold when the
repetition rate is changed from 200 kHz to 1MHz.
However, surface roughness increases slightly for scan-
ning speeds higher than 4000mm/s (in Figure 8a).
This is due to high acceleration and deceleration an-
gles on the short track in combination with the limits
of the scanning head that was used. As can be seen
from Figure 8b, the removed depth remains constant
as the repetition rate and scanning speed increase, re-
spectively. This experiment proved that using a higher
repetition rate is beneficial for process productivity.
The plots in Figure 8 also demonstrate the ability
of the materials to be ablated by laser. The highest
removed depth was measured for Ti6Al4V along with
the greatest surface roughness caused by significant
melting and redeposition of debris as presented for
200 kHz. The steel materials show the lowest removed
depth with low surface roughness, comparable to In-
conel 718. While, the removed depth was significantly
higher for Inconel 718 than for both of the steel mate-
rials.
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(a). Surface roughness.

(b). Removed depth.

(c). Volume removal rates.

Figure 8. Increasing scanning speed results.

4.5. Surface structuring
Using the maximal repetition rate and scanning speed
is useful in regard to high process productivity. Some
scanning problems can appear during high scanning
speeds, such as acceleration and deceleration for short
tracks. Even when the sky-writing function developed
by galvo-scanner provider SCANLAB GmbH company
is used, it is best to use a scanning speed below 4m/s,
especially for geometrically complex structures. The
sky-writting function uses predictive algorithms for
eliminating acceleration and deceleration of the galvo-

scanner mirrors. Two different structures were chosen
for the demonstration of the developed processing
parameters, namely dot and honeycomb structures.
The dot structure was fabricated using a different
number of pulses in one place with a defined fluence.
The honeycomb structure was based on a CAD

model. The laser beam moved through the lines de-
fined by the model. Both structures had a similar
depth of H = 10 µm. The results of the dot structure
measurement are presented in the Table 10. Structure
depth, diameter and line width were measured from
10 profile lines across the sample. The shape of the
fabricated dots was good without material ejection
over the edge of the crater. All the dots also had a very
good circularity and the proposed depth was achieved.
The honeycomb structure also achieved good com-
pliance with the proposed dimensions; see Table 11.
A repetition rate of 600 kHz and scanning speed of
3.9m/s were used for structuring with fluences ranging
from F = 1.27 to 1.84 J/cm2 according to the fabri-
cated material. The proposed depth was achieved by
a defined number of repetitions ranging from 24 to
28. A very precise structure depth can be obtained
with this strategy, with a deviation of only a few tens
of micrometre. An example of a 2D view and depth
profile of the dot structure for each material can be
seen in Appendix A Figure 10 and for the honeycomb
structure in Appendix A Figure 11. The designed
and fabricated structures have the potential to im-
prove friction properties of materials by decreasing
the coefficient of friction as reported by [34]. Struc-
tured surfaces can be beneficial in moving mechanical
components made from advanced materials such as
mechanical seals, piston rings or thrust bearings.

5. Conclusions
Based on the observations of the current study, the
following conclusions can be drawn:
• The ideal hatching angle was found in the pre-

experiment. A hatching angle of 17° had the lowest
impact on surface roughness. Using odd hatching
angles has the advantage that the laser beam never
scans twice in the same path.

• The ablation threshold was measured for all the
materials using three harmonic wavelengths. The
highest fluence threshold value was found for
Ti6Al4V titanium alloy when using the first har-
monic (1030 nm). Conversely, using the third har-
monic (343 nm) led to the lowest ablation thresholds
due to the high energy of the incoming photons.

• The highest ablation rates were obtained for
Ti6Al4V, especially for IH and IIH, because
Ti6Al4V had the lowest thermal conductivity of
all the tested materials. For higher F/Fth ratio, the
differences become smaller. However, the surface
roughness expressed by Sa [µm] was the highest of
all the materials. Also, some cone-like structures
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Material F [J/cm2] Number of pulses [ - ] H [µm] D [µm]

Tool steel 0.573 250 10.37 ± 0.31 28.5 ± 0.77
Inconel 718 0.573 210 10.17 ± 0.23 29 ± 0.73
Ti6Al4V 0.456 180 9.77 ± 0.19 28 ± 0.65
Stainless steel 0.573 260 10.18 ± 0.28 28.4 ± 0.82

Table 10. Laser parameters used for dot structure fabrication with measured results of hole depth (H) and diameter
(D).

Material F [J/cm2] Number Sx, Hy H [µm] R [µm]
of pulses [-] [%]

Tool steel 1.56 26 90 9.56 ± 0.22 33.5 ± 0.52
Inconel 718 1.56 24 90 9.57 ± 0.25 36 ± 0.65
Ti6Al4V 1.27 24 90 10.14 ± 0.34 31.3 ± 0.47
Stainless steel 1.84 28 90 10.2 ± 0.18 37.1 ± 0.84

Table 11. Laser and scanning parameters used for honeycomb structure fabrication with measured results of
structure depth (H) and line width (R).

formed on the lasered surfaces for lower fluences.
These effects can be eliminated by using IIIH.

• For IIIH, the differences between the ablation be-
haviour of all the materials were negligible. For
shorter wavelengths, the absorptivity of metals in-
creases and at the same time, the effect of thermal
conductivity decreases.

• The experiment for increasing productivity was suc-
cessful. It was proved that the productivity can be
increased more than five-fold. At the same time,
a higher scanning speed did not have a negative
effect on the surface roughness or removed depth.

• A demonstration of the identified parameters was
presented in fabrication of two different complex
structures. Good shape and circularity were ob-
tained for the dot structure, along with compliance
with the proposed depth of the structure. Simul-
taneously, the honeycomb structure was fabricated
according to the proposal with a good optical qual-
ity. Both structures had the potential to improve
friction properties of advanced materials.
The presented study summarises and compares the

ablation behaviour of four advanced materials and
gives a complete overview of the findings of basic
ablation parameters for a complex shape structure
production by femtosecond laser.

List of symbols
λ Wavelength [nm]
F Fluence [J/cm2]
Fth Threshold fluence [J/cm2]
Ep Pulse energy [J]
τ Pulse duration [ps, fs]
f Repetition rate [kHz]
M2 Laser beam quality [–]
Sx Pulse overlap in scanning direction [%]

Hy Pulse overlap in traverse direction [%]
ϕ Hatching angle [°]
δ Optical penetration depth [nm]
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A. Appendices

Figure 9. 3D images of ablated materials a) tool steel; b) stainless steel; c) Inconel 718; d) Ti6Al4V, using IIH and
F = 0.52 J/cm2.
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Figure 10. Examples of the dot structure fabricated in the tested materials: left – 2D image, right – depth profile,
a) Tool steel; b) Inconel 718; c) Ti6Al4V; d) Stainless steel.
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Figure 11. Examples of the honeycomb structure fabricated in the tested materials: left – 3D image, right – depth
profile, a) Tool steel; b) Inconel 718; c) Ti6Al4V; d) Stainless steel.
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Abstract. Until now, most commonly used state space averaging and PWM techniques have been
applied to different converter topologies and their advantages and disadvantages were stated. However,
the superiority of an analytical technique was not justified based on a parametric comparison of these
techniques for the same converter topology. Hence, in this paper, first time a comparative evaluation of
two commonly used modelling techniques for fourth order converter is presented. The first approach
makes use of a state-space averaging of the converter and is based on analytical manipulations using
different state representations of the converter. The second approach is based on PWM switch modelling
with an extra element theorem and consists of topological manipulations. The two modelling techniques
are applied to the same complex cascaded DC-DC Buck converter and a transfer function is obtained.
These techniques are compared for different features and the study concludes that state space modelling
technique is systematic and less complicated than PWM switch modelling with an extra element
theorem for a higher order converter.

Keywords: Analytical technique, cascaded DC-DC Buck converter, state space averaging, PWM
switch modelling, extra element theorem, transfer function.

1. Introduction
Analytical techniques play a vital role in analysing the behaviour of converters under different conditions,
performance improvements and design aspects. DC-DC converters have a high number of components and
nonlinear behaviour due to the existence of a switch and diode in circuit, which makes them complex in
nature. A study of dynamic behaviour and assessment of stability of such nonlinear and complex circuits is
a very challenging job. Article [1] presented the review of existing analytical techniques in a structured and
meaningful manner and stated that the circuit averaging (CA), state space averaging (SSA), and PWM switch
modelling are most commonly used analytical techniques, whereas signal flow graphs, energy factor, switching
function, S-Z method are special techniques. SSA is an organised method which allows the inclusion of parasitic
elements of a circuit even in the initial stage, permits to explore a linear system with a zero initial condition
and nonlinear systems with all initial conditions [2–4]. It is preferred to design a robust controller. However,
as it doesn’t consider switching frequency in the analysis, this technique is applied by neglecting the ripple
effect on inductor current and output voltage [5, 6], which affects its accuracy [7–9]. State space representation
is used for mathematical modelling of SEPIC converter, which is further used to contrivance the controller.
The results of PI controls and hysteresis controls are compared using PSIM software [10]. The PWM switch
modelling technique employs determination of invariant properties of the PWM switch to obtain the average
model of circuit and small signal characteristics can be obtained from this average model [11]. PWM technique
with conventional approach is simple and pedagogical approach of analysis and provides complete information
about steady state and dynamic properties of the converter. This approach is also useful for frequency domain
analysis and quasi resonant converters. PWM technique using Extra Element Theorem (EET) is more efficient
and practical for general circuits, as it leads to a faster analysis due to a reduced mathematical manipulation,
meaningful form of expressions and it is easy to track the errors [12].

An enormous study has been conducted regarding SSA and PWM switch modelling techniques for converters.
Article [2] investigated dynamic modelling of Zeta converter, wherein transfer functions, bode plot, transient
response and steady state response were obtained using MATLAB and PSPICE. Article [13] obtained state
equations and output equations using SSA technique for Buck, Boost and Buck-Boost converter and observed
that the state space model simulation results are comparable with a hardware model with a deviation of only
0.0015V. However, this technique doesn’t simulate ripple effect of inductor current and output voltage due
to the absence of switching frequency. Article [14] analysed SEPIC converter using an average state-space
modelling approach taking into account power losses in converter elements and concluded that this methodology
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contributes for converter design as per the requirements and reduces the need for accurate time domain
simulations. Mathematical modelling of DC-DC Buck converter using state space averaging and validation of
the models was performed using PSIM and MATLAB Simulink [15]. The studies were performed for state space
small signal modelling of a double Boost converter integrated with SEPIC converter [3, 16, 17], and SEPIC
converter with coupled and uncoupled inductor [18]. Book [19] presented the well-defined and systematic process
of small signal analysis of nonlinear circuits using state space analysis to determine the control to output transfer
function. The concepts and mathematical modelling of circuits using EET [20] and PWM with EET [21] were
studied. The output impedances of three PWM DC-DC converters were analysed in a general and unified
manner using PWM switch modelling with EET technique [22]. Article [23] presented the effect of an input
filter interaction in the small signal analysis of voltage and current control mode of DC-DC Boost converter and
concluded that the methodology is universally adopted. MATLAB Simulink was employed to study the output
voltage for multiple DC-DC converters [24] and Boost converter [25].

Article [12] presented PWM with EET to a general circuit and concluded that it is a fast analytical technique
which produces a well-ordered polynomial and low entropy form of transfer functions. However, by applying
this technique to a complex SEPIC converter, the study concluded that as the circuit becomes complicated,
a conventional node and mesh analysis is better instead of the PWM with EET. Nevertheless, the basis of
comparison for this statement is not presented in the study, and therefore it is necessary to study the features of
PWM with EET technique for higher order circuits. Some of the existing studies have developed the analytical
models, obtained simulation results and commented on advantages, disadvantages and applications in a relative
manner without comparing the results with a counterpart technique, which doesn’t fit into the acceptable
scientific and technical approach. The advantages, disadvantages and superiority of a technique should be based
on a comparison of two or more techniques for the same converter topology. Even though numerous studies
regarding SSA and PWM with EET techniques for different converters have been performed, surprisingly no
efforts were done to compare these techniques for the same converter and to comment on the superiority of the
analytical technique. The past few years have perceived notable development in the research of DC-DC converter
topologies. Although the conversion efficiency of a single-stage converter is better than that of the two-stage
converter, the quadratic converters are proposed for extremely large range of conversion ratios. As a part of this,
complex cascaded Buck converter (CBC) is always preferred for many applications, as it has a better conversion
ratio, high voltage step down ratio, and large voltage regulation [26]. Therefore, in this paper, a comparative
evaluation of two widely preferred modelling tools for a higher order DC-DC converter is presented. The first
approach makes use of a state-space averaged model of the converter based on the analytical manipulations,
whereas the second approach is based on the PWM switch modelling with EET technique based primarily on
the manipulations of circuits. The two modelling techniques are applied to a same complex cascaded DC-DC
Buck converter and are compared on the basis of their various features to decide the superiority for a higher
order circuit.

2. Materials and methods
2.1. Complex cascaded DC-DC Buck converter
The existence of two transistor switches of the conventional cascaded Buck converter can be reduced to a single
transistor switch in the complex cascade DC-DC Buck converter as shown in Figure 1, which has two inductors
and two capacitors making it a fourth-order circuit and has a quadratic conversion ratio of D2. This single-
transistor realisation is the most additional advantage over a straight forward cascade of two basic converters.
The switching section consists of one active switch and three diodes. Though the circuit is complex, the
conversion ratio of CBC cannot be realised with less than two capacitors, two inductors, and four switches.
However, additional complexity of the converter network may compromise the wide conversion ratio. The control
strategy of the complex CBC is depicted in Figures 2a and 2b. The ON state and OFF state correspond to the
operation of two Buck converters connected in a cascade as depicted in Figure 3.

Figure 1. Topology of cascade DC-DC Buck converter.
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(a) (b)

Figure 2. Switching mechanism of complex CBC.

Figure 3. Operation of complex CBC.

The total output voltage is given by Equation 1.

V2 = 1
T

∫ T

0
(−DV1 +DV1(1 +D)) dt

V2 = D2V1 (1)

Where, D is the duty ratio and

D2 = 1
T

∫ T

0
Ď2(t)dt

The chopper circuit of CBC has one active switch and three passive switches, which are driven by switching
function Ď2(t) and Ď′2(t), respectively. The switching function is given as,

Ď2(t) =
{

1 0 < t < TON

0 TON < t < T

2.2. State space averaging technique
The state-space averaging method is based on analytical operations for the converter states comprising the
determination of linear state model for each possible configuration of circuit and subsequently combining all these
elementary models into a single and unified one through a duty factor. The method involves a formulation of
the state equation for each state, averaging, perturbation and then rearranging equations to obtain the required
transfer function by applying Laplace transform. The complex CBC is considered in continuous conduction mode
and switch and diodes are considered in ideal mode. Considering, inductor currents IL1, IL2, and capacitors
voltages VC1 and VC2 as the state variables, the state equation and output equation in ON state of the CBC
(Figure 2a) are expressed by the Equations 2 and 3.

d(IL1)
dt = V1

L1
− VC1

L1
d(IL2)
dt = V1

L2
− VC2

L2
d(VC1)
dt = IL1

C1
d(VC2)
dt = IL2

C2
− V2

RC2





(2)

V2 = VC2 (3)
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Similarly, the state equation and output equation in OFF state of the converter (Figure 2b) are expressed by
the Equations (4) and (5).

d(IL1)
dt = −VC1

L1
d(IL2)
dt = VC1

L2
− VC2

L2
d(VC1)
dt = IL1

C1
− IL2

C1
d(VC2)
dt = IL2

C2
− V2

RC2





(4)

V2 = VC2 (5)

The general form of state equations for ON state and OFF state are given as,

Ẋ(t) = A1x(t) +B1u(t) During dT
Ẋ(t) = A2x(t) +B2u(t) During d’T
Y (t) = C1x(t) During dT
Y (t) = C2x(t) During d’T

Where X(t) is the state vector, x(t) is the state variable matrix, u(t) is the input variable matrix, A1 and
A2 are the state matrices and B1 and B2 are the input matrices, C1 and C2 are the output matrices and d is
the switching function. Thus, Equations (2) and (3) are represented in matrix form as,




˙IL1
˙IL2
˙VC1
˙VC2


 =




0 0 −1/L1 0
0 0 0 −1/L2

−1/C1 0 0 0
0 1/C2 0 −1/RC2







IL1
IL2
VC1
VC2


+




1/L1
1/L2

0
0


V1 (6)

and V2 = [0 0 0 1]




IL1
IL2
VC1
VC2


 (7)

Equations (4) and (5) are represented in matrix form as,




˙IL1
˙IL2
˙VC1
˙VC2


 =




0 0 −1/L1 0
0 0 1/L2 −1/L2

1/C1 −1/C1 0 0
0 1/C2 0 −1/RC2







IL1
IL2
VC1
VC2


+




0
0
0
0


V1 (8)

and V2 = [0 0 0 1]




IL1
IL2
VC1
VC2


 . (9)

The matrices of Equations (6) to (9) are averaged with respect to switching function D and D′ and are given
in Equations (10) and (11).

A = A1D +A2D
′

=




0 0 −1/L1 0
0 0 D

′
/L2 −1/L2

1/C1 −D′
/C1 0 0

0 1/C2 0 −1/RC2


&B = B1D +B2D

′
=




D/L1
D/L2

0
0


 (10)

C = C1D + C2D
′

=
[
0 0 0 1

]
(11)
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Thus, a complete averaged state space model of the CBC is given by the Equations (12) and (13).




˙IL1
˙IL2
˙VC1
˙VC2


 =




0 0 −1/L1 0
0 0 D

′
/L2 −1/L2

1/C1 −D′
/C1 0 0

0 1/C2 0 −1/RC2







IL1
IL2
VC1
VC2


+




D/L1
D/L2

0
0


V1 (12)

V2 =
[
0 0 0 1

]



IL1
IL2
VC1
VC2


 (13)

To obtain the linear small-signal state-space model, perturbation is added in each state variables and linear
steady state model is obtained as in Equation (14).




˙̂
IL1
˙̂
IL2
˙̂
V C1
˙̂
V C2




=




0 0 −1/L1 0
0 0 D

′
/L2 −1/L2

1/C1 −D′
/C1 0 0

0 1/C2 0 −1/RC2







ÎL1
ÎL2
V̂C1
V̂C2


+




−V1/D
′
L1

V1/D
′
L2

−DV1/2RC1
0


 (14)

The general equation of Laplace transform of the linear steady state model is given by the following expression,

x̂(s) = [sI −A]−1[(A1 −A2)X + (B1 −B2)U ]d̂(s) = [[sI −A]−1Bd]d̂(s). (15)

For CBC,

(sI −A) = s




1 0 0 0
0 1 0 0
0 0 1 0
0 0 0 1


−




0 0 −1/L1 0
0 0 D

′
/L2 −1/L2

1/C1 −D′
/C1 0 0

0 1/C2 0 −1/RC2




(sI −A) =




s 0 1/L1 0
0 s −D′

/L2 1/L2
−1/C1 D

′
/C1 s 0

0 −1/C2 0 s+ 1/RC2


 . (16)

Now, [sI −A]−1 = Co-factor of ((sI −A))T

Determinant of (sI −A) . (17)

Let, Co-factors of (sI −A) =




C11 C12 C13 C14
C21 C22 C23 C24
C31 C32 C33 C34
C41 C42 C43 C44


 then,

(Co-factors of (sI −A))T =




C11 C21 C31 C41
C12 C22 C32 C42
C13 C23 C33 C43
C14 C24 C34 C44


 . (18)

Where, co-factors are given in Table 1.
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Co-factor Expression Co- factor Expression

C11 S3+S2
(

1
RC2

)
+S

(
1

L2C2
+ D

′2

L1C1

)
+ D

′2

RC1C2L2
C31 −S2 1

L1
− S 1

RC2L1
+ 1
C2L1L2

C12
D

′

L2
− 1
RC1C2

− S 1
C1

C32 −S2D
′

L2
− S D

′

RC2C2

C13 S2 1
C1
− S 1

RC1C2
+ 1
C1C2L2

C33 S3 + S2
(

1
RC2

)
+ S

1
L2C2

C14 − D
′

C1C2L2
C34 −S D

′

C2L2

C21 −S D
′

C1L1
− D

′

RC1C2L1
C41

D
′

C1L1L2

C22 S3 + S2
(

1
RC2

)
+ S

1
L1C1

+ 1
RC1C2L1

C42 −S2 1
L2
− 1
C1L1L2

C23 S2D
′

C1
+ S

D
′

RC1C2
C43 −S D

′

C1L2

C24 S2 1
C2

+ 1
C1C2L1

C44 S3 + S
D

′2

L2C1
+ S

1
C1L1

Table 1. (Co-factors of (sI −A))T .

Determinant of (sI −A) is

s




s −D′
/L2 1/L2

D
′
/C1 s 0

−1/C2 0 s+ 1/RC2


+ 0




0 D
′
/L2 1/L2

−1/C1 s 0
0 0 s+ 1/RC2




+1/L1




0 s 1/L2
−1/C1 D

′
/C1 0

0 −1/C2 s+ 1/RC2


+ 0




0 s D
′
/L2

−1/C1 D
′
/C1 s

0 −1/C2 0


 .

This yields the determinant of (sI −A) as,

1 + s

(
L2 +D

′2L1
R

)
+ s2[L2C2 + L1C1 + L1C2D

′2] + s3
(
L1L2C1

R

)
+ s4(L1L2C1C2) (19)

Substituting Equations (18) and (19) in (15),

[sI −A]−1 =




C11 C21 C31 C41
C12 C22 C32 C42
C13 C23 C33 C43
C14 C24 C34 C44




1 + s
(

L2+D′2L1
R

)
+ s2[L2C2 + L1C1 + L1C2D

′2] + s3
(

L1L2C1
R

)
+ s4(L1L2C1C2)

(20)

and Bd =




−V1/D
′
L1

V1/D
′
L2

−DV1/2RC1
0


 .
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Thus, from Equation (14), the equation of Laplace transform of complex CBC becomes,

x̂(s) = (21)










C11 C21 C31 C41
C12 C22 C32 C42
C13 C23 C33 C43
C14 C24 C34 C44




1 + s
(

L2+D′2L1
R

)
+ s2[L2C2 + L1C1 + L1C2D

′2] + s3
(

L1L2C1
R

)
+ s4(L1L2C1C2)







−V1/D
′
L1

V1/D
′
L2

−DV1/2RC1
0








d̂(s).

The general equation of Laplace transform of the output at a steady state is given by,

ŷ = Cx̂(s) + [(C1 − C2)X(s)]d̂(s).

From Equation (7) and (9), C1 = C2. Thus, ŷ = Cx̂(s)d̂(s).
Hence for complex CBC,

V̂2(S) = (22)

[
0 0 0 1

]











C11 C21 C31 C41
C12 C22 C32 C42
C13 C23 C33 C43
C14 C24 C34 C44




1 + s

(
L2+D

′2L1
R

)
+ s2[L2C2 + L1C1 + L1C2D′2] + s3

(
L1L2C1

R

)
+ s4(L1L2C1C2)







−V1/D
′
L1

V1/D
′
L2

−DV1/2RC1
0








d̂(s).

Solving Equation (23), control to output transfer function of complex CBC is,

V̂2(s)
d̂(s)

=

(
1 + sL1

(
DD

′

2R

)
+ s2L1C1

( 1+D
2D

))

1 + s
(

L2+D′2L1
R

)
+ s2[L2C2 + L1C1 + L1C2D

′2] + s3
(

L1L2C1
R

)
+ s4(L1L2C1C2)

. (23)

It is realised that the calculation of matrix (sI − A)−1 becomes complicated for any high order circuits,
which is in agreement with what is stated in [27].

2.3. PWM switch with EET technique
The main principle of the PWM switch modelling technique is the elimination of active and passive switches
by their time-averaged models and obtain the averaged circuit model for a switched network, which is further
inserted into the converter circuit. The final model is a time-averaged equivalent circuit model, where all
branch currents and node voltages correspond to averaged values of corresponding original currents and voltages.
Replacement of active and passive switches from the basic switch model (Figure 4) by switching functions d and
d

′ , respectively, is depicted in Figure 5.

Figure 4. Basic circuit model of switch. Figure 5. Replacement of switches.

The invariant average equations for Figure 5 are,

I1 = dI2
V23 = dV13

}
(24)
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Adding a small deviation in duty ratio function d and then differentiating Equation (24),

ı̂1 = Dı̂2 + I2d̂

V̂23 = DV̂13 + V13d̂

}
, (25)

where, D, I2 and V13 are the steady state operating points of PWM switch. The PWM switch model from
invariant average Equations (24) is obtained as depicted in Figure 6. Also, using Equation (25), dependent
sources Dı̂2 and DV̂23 are replaced with 1:D transformer and moving control source d̂V13 from common terminal
side to active terminal side, and the PWM switch model is obtained as in Figure 7. Thus, in PWM switch
modelling with EET, the switch and diode are replaced point by point with its equivalent circuit model and
further EET is employed to find out TF of the converter circuit.

Figure 6. PWM switch model. Figure 7. PWM switch model as 1:D trans-
former ratio.

Figure 8. Two PWM switches as 1:D transformer ratio for CB.

Therefore, for complex CBC, the conditions of ON state and OFF state of switches are employed and two
PWM switches are identified, which are represented as S1 and S2. The identified PWM switch models are
replaced with 1:D transformer along with their small signals as depicted in Figure 8. In order to determine dc
operating point of complex CBC, all inductors are short circuited and capacitors are open circuited. Referring
to Figure 8, dc operating point with respect to switch S1 is,

Vap1 = V1.

Current flowing through terminal ‘c’ of switch S1 is,

Ic1 = Ic2 −DIc2 = D
′
Ic2.

Similarly, dc operating point with respect to switch S2 is,

Vap = V1(1 +D),

Ic2 = V2
R

= D2V1
R

.

Once the dc operating point is determined, 4-EET is applied that provides separate, independent steps of
the analytical technique. The general form of control to output transfer function is

[
v̂2(s)
d̂(s)

]
. In the very first

step of 4-EET, denominator d̂(s) is determined, for which each impedance element of the converter is treated as
extra element and input sources are set to zero. With respect to Figure 3 C1, C2, L2 and L1 are considered
as 4 ports and numbered as port (1), (2), (3) and (4), respectively. Treating these ports as an extra element,
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various time constants are determined by removing port elements and observing the remaining circuit through
the removed port.

The denominator of the transfer function is given by the following equation:

d̂(s) = 1 + a1s+ a2s
2 + a3s

3 + a4s
4, (26)

where
a1 = τ1 + τ2 + τ3 + τ4

a2 = τ1τ
2
1 + τ1τ

3
1 + τ1τ

4
1 + τ2τ

3
2 + τ2τ

4
2 + τ3τ

4
3

a3 = τ1τ
3
1 τ

2
31 + τ4τ

1
4 τ

2
41 + τ4τ

1
4 τ

3
41 + τ3τ

3
2 τ

4
23

a4 = τ4τ
1
4 τ

3
41τ

2
413





(27)

Figure 9 is referred for determination of (τ) for a1, which is explained in Table 2.

Figure 9. Determination of (a) τ1 (b) τ2 (c) τ3 (d) τ4.

τ Expression
τ1 Time constant of first port is Req x C1, determined by observing the circuit through port

(1), capacitor of this port 1 is assumed as extra element and is removed temporarily, L1, L2
and C2 are assumed in dc condition. By observing through port 1, the Req is 0, therefore,
τ1 = Req x C1 = 0.

τ2 Time constant of second port is Req x C2, determined by observing the circuit through port
(2), capacitor of this port is now extra element and is removed temporarily, L1, L2 and C1
are assumed in dc condition. After observation, Req is 0, therefore, τ2 = Req x C2 = 0.

τ3 Time constant of third port is
(

L2
Req

)
, which is determined by observing the circuit through

port (3). Inductor of this port is extra element and is removed temporarily and C1, C2 and
L1 are kept in dc condition. By observation, Req is R. Hence, τ3 = L2

R .

τ4 Time constant of fourth port is
(

L1
Req

)
, which is determined by observing the circuit through

port (4). Inductor of this port is extra element and is removed temporarily and C1, C2 and
L2 are kept in dc condition. By observing the circuit it is seen that Req is R

D′2 . Hence,
τ4 = L1D

′2

R .

Table 2. Determination of (τ) for a1.

By summarizing the results of Table 2, we get:

a1 = L2
R

+ L1D
′2

R
(28)

First two terms and the last term of the a2 (Equation (27)) are zero. The calculation of a2 is only addition of
middle terms, i.e. (τ1τ

4
1 + τ2τ

3
2 + τ2τ

4
2 ), which are indeterminate and is removed by changing the port sequence

as [τ4τ
1
4 + τ3τ

2
3 + τ4τ

2
4 ]. Referring the Figure 10, terms τ1

4 , τ2
3 and τ2

4 are determined as described in Table 3.
By summing up the results from the Table 3, we get:

a2 = L1C1 + L2C2 + L1C2D
′2. (29)

The first term of the a3 (Equation (27)) cannot be determined as it gives a ratio of (0/0), this indeterminacy in
time constants is removed with new sequence of ports for a3 which is,

a3 = τ1τ
3
1 τ

2
31 + τ4τ

1
4 τ

2
41 + τ4τ

1
4 τ

3
41 + τ3τ

3
2 τ

4
23. (30)
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Figure 10. Determination of (a) τ1
4 (b) τ2

3 (c) τ2
4 .

τ Expression
τ1

4 Observing the circuit through port (1), port (4) is considered in high frequency state and
ports (2) and (3) are kept in dc condition, capacitor of port (1) is treated as extra element
and removed temporarily, equivalent resistance Req is R

D′2 . Hence τ4τ
1
4 = L1C1.

τ2
3 Observing the circuit through port (2), port (3) is considered in high frequency state and

ports (1) and (4) are kept in dc condition, capacitor of port (2) is treated as extra element
and removed temporarily, equivalent resistance Req is R. Therefore τ3τ

2
3 is L2C2.

τ2
4 Observing the circuit through port (2), port (4) is considered in high frequency state and

ports (1) and (3) are kept in dc condition, capacitor of port (2) is treated as extra element
and removed temporarily, equivalent resistance Req is R. Therefore τ4τ

2
4 is L1C2D

′2.

Table 3. Determination of (τ) for a2.

The first two terms and last term of the Equation (30) are zero. To calculate τ3
41 , the circuit in Figure 11 is

observed through port (3), while ports (1) and (4) are kept in a high frequency condition. Here Req is R which
results in τ3

41 = L3
Req

= L3
R . Hence,

a3 = τ4τ
1
4 τ

3
41 = L1L2C1

R
. (31)

Figure 11. Determination of τ3
41. Figure 12. Determination of τ2

413.

For the determination of a4, referring to Figure 12, τ2
413 is determined by observing the circuit through port

(2), while ports (4), (1) and (3) are kept in high frequency condition. In such situation, Req is R and τ2
413 is

RC2. The calculation of the term (τ4τ
1
4 τ

3
41τ

2
413) results in (L1L2C1C2). Hence,

a4 = L1L2C1C2. (32)

Using Equations (28), (29), (31) and (32) in Equation (26), the denominator of control to output transfer
function of complex CBC becomes,

d̂(s) = 1 +
(
L2
R

+ L1D
′2

R

)
s+ (L1C1 + L2C2 + L1C2D

′2)s2 +
(
L1L2C1

R

)
s3 + L1L2C1C2s

4. (33)

Now, the excitation applied to the port is retained as it is and additional excitation is applied to the port of
the extra element with the extra element removed. With these two excitations, the response is considered as
null. Simultaneously, the conversion ratio D2 is differentiated with respect to D. Considering this differentiation
and null response condition altogether, the numerator of transfer function is determined.
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Figure 13. Null condition at the output of complex CBC for determination of numerator.

By considering a null response at the output of complex CBC (Figure 13), it is observed that the presence of
ı̂L2(s) creates the condition as represented by the equation, ı̂p2(s) = ı̂c2d̂(s) and the resultant voltage across C1
is,

V̂c1(s) = Vapd̂
(1/(sC1)

(SL1 + 1/sC1) + Ic2d̂ [sL1||(1/sC1)] . (34)

This voltage must be the same as that of D side of the second PWM switch. Hence,

V̂c1(s) = −
[
Vap2
D

d̂− V̂c1(s)
]
D. (35)

From Equations (34) and (35),

D
′
Vap1

1
1 + s2L1C1

+D
′
IC2

sL1
1 + s2L1C1

+ Vap2 = 0. (36)

Which yields the numerator of the control to output transfer function of complex CBC as given by,

V̂2(s) = 1 + sL1
DD

′

2R + s2L1C1
1 +D

2D . (37)

Using Equations (33) and (37), the overall transfer function of complex CBC is given by the Equation (38):

V̂2(s)
d̂(s)

=

(
1 + sL1

(
DD

′

2R

)
+ s2L1C1

( 1+D
2D

))

1 + s
(

L2+D′2L1
R

)
+ s2[L2C2 + L1C1 + L1C2D

′2] + s3
(

L1L2C1
R

)
+ s4(L1L2C1C2)

. (38)

3. Simulation of complex CBC
The simulation circuit is developed; voltage and current graphs (Figure 14), time response (Figure 15) and
frequency response plot (Figure 16) are obtained for complex CBC using MATLAB simulation to study the
behaviour of CBC. The circuit parameters for the simulation are selected as: Inductors L1 = 524µH, L2 =
1200 µH, capacitors C1 = C2= 5µF, output resistance R0 = 8.05 ohm, switch (Q1) parameters: FET ON
resistance = 0.1Ω, internal diode resistance = 0.01Ω, internal diode forward voltage = 0.7V, diode (D1, D2,
D3) parameters: resistance = 0.01Ω, forward voltage = 0.8V, switching frequency = 50KHz.

For a duty ratio of 0.35, input voltage V1 = 25V, and source current = 0.05746A, output voltage V2 = 3V
and load current = 0.367A was observed (Figure 14). Also output voltage and load currents for different duty
ratios of complex CBC are depicted in Table 4. From the transient and steady state response, it is observed
that the output voltage has settled to about 3 volts with the settling time of approximately 0.9ms after the
application of input voltage. The system is stable (Figure 16), as gain margin is positive (∞db) and phase
margin is also positive (450°).
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Figure 14. Voltage and current graphs of complex CBC.

Figure 15. Transient and steady state response of complex CBC.

Figure 16. Bode plot of control to output transfer function of complex CBC.

61



Sangeeta Shete, Prasad Joshi Acta Polytechnica

Duty ratio Output voltage [V] Load current [A]
0.3 2.47 0.3076
0.4 3.434 0.4266
0.5 5.44 0.6762
0.6 8.601 1.068
0.7 11.78 1.464

Table 4. Load current and output voltage for different duty rates.

4. Results and discussion
SSA and PWM switch modelling with EET technique for CBC (Section 2.2 and 2.3) are brainstormed, compared
for different features and the results are summarized in Table 5. In SSA, a linearisation of all the components
of the converter is performed, whereas in the PWM switch model method, only non-linear switching devices
are linearised and linear components remain unchanged. In SSA technique, a set of differential equations are
written which are further averaged with respect to the duty ratio function. The averaged equations are then
linearised by using principle of perturbation, Laplace transform is applied to the linear state space model of
CBC and the control to output transfer function is obtained. Unlike SSA technique, differential equations are
not required in PWM switch modelling technique. Averaging and linearisation with the help of perturbation
is accomplished using the PWM switch itself. Instead of Laplace transform, EET is applied to the linearised
model of CBC to derive the control to output transfer function.

The SSA model of CBC is a systematic procedure involving mathematics without any circuit transformation.
It involves complex mathematical transformations and a higher number of mathematical equations. In contrast,
PWM switch modelling technique with EET consists of simple mathematical transformations. However, expertise
is required for proper circuit transformations. Based on the parametric comparison (Table 5) of two analytical
techniques, it is observed that SSA is better than the PWM with EET for a high-order circuit, due to systematic,
straightforward procedural steps. PWM with EET for a high-order circuit requires a higher number of circuit
transformations and a high expertise, which makes it time consuming and difficult.

Features SSA technique PWM switch modelling with EET

Analysis approach Mathematical Mainly circuit oriented
Structure of analysis Systematic Less systematic
Equivalent diagram Not required Required
Circuit transformation Not required Required
Number of mathematical transforma-
tions

More Less

Number of mathematical equations More Less
Complexity of mathematical transfor-
mations

High Low

Expertise required Mathematical Identification of PWM switch, changing
the port sequences in case of indetermi-
nacy and application of EET

Identification of PWM switch Not required Required
Extra Element Theorem Not applicable Applicable
Form of transfer function Low entropy Low entropy
The complexity of the modelling process Low High
Steady state analysis Yes Yes
Transient state analysis Yes Yes

Table 5. Results of comparative evaluation of the modelling techniques.

5. Conclusion
This paper presents a comparative study of two modelling techniques commonly used for modelling of DC-DC
converters, which is first in its kind. The transfer functions of a complex CBC converter were developed using
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state space averaging and PWM switch modelling with an extra element theorem and the simulation results
were obtained. The state space modelling approach is purely mathematical and systematic. However, it involves
complex mathematics for high-order circuits. The PWM switch modelling approach is mainly circuit oriented
approach, which involves relatively simple mathematical transformations. However, circuit transformations
become complex for a high-order circuit. A number of complex circuit transformations and identification of the
PWM switch, changing the port sequences in the case of indeterminacy and application of EET make the PWM
switch modelling approach a complex one as compared to the state space averaging approach.
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Abstract. An investigation on enhancement of heat transfer is carried out for a double pipe
heat exchanger in which the outer wall of the inner pipe is provided with circumferential labyrinth
passages. Rectangular and triangular cavities with fixed labyrinth tooth thickness, height, and pitch are
considered and the effect of added labyrinth structures on the heat transfer characteristics is discussed.
A two-dimensional steady numerical simulation is carried out using ANSYS-FLUENT software. The
flow Reynolds number equals to 20 000 and 43 000 for the hot and cold fluids, respectively, while other
fluid properties are constant. From the numerical analysis carried out in this work, it is identified
that the added labyrinth passages in the heat exchange surface improve the heat transfer rate and can
reduce the length of the heat exchanger. Numerical predictions agree well with the results obtained
from the experiment conducted.

Keywords: Double pipe heat exchanger, heat transfer, numerical analysis, rectangular cavity.

1. Introduction
Heat exchange between hot and cold fluid plays a sig-
nificant role in many applications. Heat transfer en-
hancement techniques implemented in heat exchangers
reduce the running costs of the device by saving en-
ergy. Out of the various types of heat exchangers
available, the double pipe heat exchanger shown in
Figure 1 is a simple design with two concentric pipes,
whose performance can be substantially improved by
various enhancements. It is also suitable for high
temperature and high pressure applications due to
its small diameters. The literatures regarding these
enhancements are primarily experimental in nature,
with gases as working fluids [1, 2].

The heat transfer enhancement techniques in a dou-
ble pipe heat exchanger are classified into passive and
active techniques. Passive methods can work without
any external aids by a geometric modification such
as varying the cross section of the inner pipe [2–8].
Active methods require external stimulation such as
vortex creation by rotating the inner pipe [9]. The
helically corrugated inner pipe with alternating ridges
and grooves in a double pipe heat exchanger was inves-
tigated using steady numerical simulations [2]. The
new design improved the heat transfer by a factor of
three as compared to the smooth-walled inner pipe.

The heat transfer characteristics of blossom shaped
fins on the inner tube were investigated experimen-
tally and numerically at a constant air inlet tempera-
ture [3]. The increase in the number of fins resulted
in a more uniform distribution of the temperature
field. The reasons for the performance improvement
of the double pipe heat exchanger with helical fins

and vortex generator were found to be the increase
in heat transfer surface, reduction of hydraulic diame-
ter, secondary flow caused by the helical channel and
the vortices, destabilisation of fluid flow and intensi-
fication of turbulence induced by the vortex genera-
tors [4]. The inner twisted square duct with air as
working fluid showed a considerable enhancement in
the heat transfer in both the laminar and turbulent
regimes [5]. Experimental investigations of a double
pipe helical heat exchanger with a copper fin in the
annulus section showed an improvement in the overall
heat transfer coefficient calculated by replacing the
hydraulic diameter with an equivalent diameter [6].

In the present study, an improvement in the perfor-
mance of a double pipe heat exchanger is achieved by
incorporating a labyrinth path in the annular region,
which enhances the surface area of the inner tube
externally. Thus, the labyrinth structure increases the
surface area of heat transfer. During the flow through
this enhanced structure, the fluid is made to pass
through cavities and the corresponding land, resulting
in vortex generation in each cavity. The recirculation
caused by the vortex increases the heat transfer rate
of the hot fluid by increasing the number of restric-
tions [10]. The labyrinth structure introduced in the
outer surface of the inner pipe is shown in Figure 2.
In the conventional double pipe heat exchangers,

the annular area is kept larger to allow the cold fluid
flow to gain heat from the hot fluid flowing in the
inner pipe. The innovation in the present study is
the improvement in heat transfer by enhancing the
annular flow path with the annular flow area much
lesser than the pipe flow area and leaving the pipe
flow undisturbed. Even a small amount of increase in

65



B. Vijayaragavan, S. P. Asok, C. R. Shakthi Ganesh Acta Polytechnica

Figure 1. Schematic of the double pipe heat exchanger.

Figure 2. Heat exchanger with labyrinth.

the rate of the heat transfer by surface modification
can result in a considerable improvement in process
efficiency and economy. The dimensions of the heat
exchanger before modification are given in Figure 3.
By incorporating the enhanced structure on the

outer surface of the inner tube, the heat transfer by
the fluid flowing in the annular region is improved [11–
13]. The enhancement with a triangular geometry can
provide a stable flow recirculation in the cavity [14].
Hence, the triangular cavity can be a good option for
heat transfer studies in addition to the rectangular
cavity, which is popularly used. The details of the
rectangular and triangular cavity structures incorpo-
rated in the outer surface of the inner tube are shown
in Figure 4 and Figure 5, respectively. The surface en-
hancers efficiently augment the heat transfer rate due
to the induced turbulence intensity [15]. Heat transfer
decreases with the increase in the thickness and pitch
of the external surface enhancers to be introduced
in the heat exchangers [11]. Hence, the thickness
and pitch of the tooth surface to be machined are
fixed as 4mm and 8mm, respectively. In the present
work, water is selected as the working fluid and a two-
dimensional numerical analysis is carried out. The
investigation on the heat transfer characteristics of
the double pipe heat exchanger is carried out both nu-
merically and experimentally with Reynolds number
values up to 43 000.

2. Numerical simulation
CFD software is largely used to study the fluid flow
and heat transfer by solving the mathematical equa-
tions with the help of a numerical analysis. It is
equally helpful in designing a heat exchanger system
as well as in troubleshooting by suggesting design

modifications [16]. The two-dimensional geometric
model of the double pipe heat exchanger is developed
in SOLIDWORKS designing tool and imported into
the ANSYS FLUENT in IGS format. Due to the sym-
metric nature of the heat exchanger, only the top half
of the heat exchanger is modelled, and an axisymmet-
ric condition is applied in the ANSYS FLUENT solver.
The existing problem is thus simulated by using a two-
dimensional heat transfer analysis [17–19]. Triangle
elements are applied for all the three regions. The
axisymmetric heat exchanger models for plain profile,
profile with rectangular, and triangular labyrinths,
whose meshes are shown in Figure 6, 7 and 8, respec-
tively, are developed. Region 1 represents the hot
fluid domain; Region 2 represents the copper solid
domain and Region 3 represents the cold fluid domain.
The body sizing and refinement conditions differ for
each region.
Zero heat flux boundary condition is applied to

the outer wall and solid side walls, assuming to be
perfectly insulated [10]. The solid fluid interfaces are
no-slip walls where the heat flux and the tempera-
ture are continuous across the boundary line [1, 3].
A grid independent test was conducted to check the
dependence of the solution on the quality of the mesh.
Pressure-based solver and k-epsilon turbulence model
are chosen for the study [17, 20]. The k-epsilon mod-
els are categorised in two equation models in which
both the turbulent length and the time scale are de-
termined by solving two separate transport equations.
Out of the three different k-epsilon models in AN-
SYS FLUENT, the standard k-epsilon model is the
most commonly used model for simulating a turbulent
flow [21]. The inlet temperature and mass flow rate
of the cold and hot fluids are specified. At the outlet,
the mass flow outlet condition is specified for both
the hot and cold fluids. Table 1 gives the details of
the solution methods used. An important aspect in
the numerical analysis is to arrive at a convergence of
the solution. The convergence criterion for continuity,
velocity, and k-epsilon equations are reduced to 0.001,
and for the energy equation, the value is set to 0.0001.
The differential equations constituting the mathe-

matical model for the physical problem under study
is given below.
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Figure 3. Dimensions of the plain heat exchanger.

Figure 4. Dimensions of rectangular labyrinth heat exchanger.

Figure 5. Dimensions of the triangular labyrinth heat exchanger.
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Figure 6. Mesh picture for plain heat exchanger
model.

Figure 7. Mesh picture for heat exchanger with
rectangular labyrinth.

Conservation of mass:

∂ρ

∂t
+ ∂(ρuj)

∂xj
= 0. (1)

Conservation of momentum:

∂(ρuj)
∂t

+ ∂(ρujui)
∂xj

= ρfi + ∂σji

∂xj
. (2)

Conservation of energy:

∂(ρe)
∂t

+ ∂(ρeuj)
∂xj

= −ρfiui + ∂(σjiui)
∂xj

− ∂qj

∂xj
(3)

The established mathematical model is solved by
a finite volume method where the computational do-
main is divided into small volumes, and then the
discrete algebraic equations of the above model are
solved by iteration. The residuals of the velocity, en-
ergy, and k-epsilon equations are small and a sample
residual convergence plot for the plain double pipe
heat exchanger is shown in Figure 9.

3. Equations used in theoretical
calculation

Reynolds number is given by the relation,

Re = uDh

Υ (4)

and the hydraulic diameter Dh is given by the differ-
ence between the inner diameter of the outer tube

Figure 8. Mesh picture for heat exchanger with
triangular labyrinth.

Item Condition Taken

Solution Method Pressure-Velocity Coupling
Scheme Coupled
Gradient Least squares cell based
Pressure Second order
Momentum Second order upwind
Turbulent kinetic energy First order upwind
Specific dissipation rate First order upwind
Energy Second order upwind

Table 1. Details of the solution method.

and the outer diameter of the inner tube [4]. For the
plain profile, Nusselt number is given by

Nu = hDh

k
(5)

and the heat transfer coefficient

h = Q

(A · ∆Thot)
. (6)

For the tooth profile, Nusselt number [3] is given by

Nu = 0.0405Re0.608Hf

Dh

−1.03Wf

Dh

−0.908
. (7)

The Nusselt number of the plain model is in the
range of 0.5, whereas the Nusselt number of the tooth
model is about 6 times larger. The lower Nusselt num-
ber for the plain model indicates a laminar flow with
the domination by conduction whereas the higher Nus-
selt number for the tooth model indicates a transition
zone in the flow path due to the presence of alternat-
ing teeth and cavities. Logarithmic mean (LMTD) of
the temperature difference of the inlet and outlet is
calculated both for the CFD and experimental values.
The heat transferred based on the hot and cold fluids
is calculated and the average heat transfer rate is used
for the calculation of the overall heat transfer coeffi-
cient [6, 16]. The length of the model is kept constant
for plain, rectangular, and triangular profiles. The
overall heat transfer coefficient is calculated based on
the temperature data, and flow rates based on the
following equation [22].

U = q

(A · LMTD) (8)
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Figure 9. Convergence plot for plain heat exchanger.

S.No. Specifications Dimension [mm]

1 Inner diameter of the inner tube (d) 23.5
2 Thickness of the inner tube (ti) 4
3 Inner diameter of the outer tube (D) 33.5
4 Thickness of the outer tube (to) 2
5 Length of the heat exchanger (L) 160

Table 2. Dimensions of the heat exchanger tubes.

LMTD = (∆T2 − ∆T1)
ln

(
∆T2
∆T1

) (9)

4. Experiment details
Experiments are conducted for the parallel flow ar-
rangement maintaining the mass flow rate of hot wa-
ter at 0.4 kg s−1 in the annular region and the mass
flow rate of cold water at 0.8 kg s−1 in the inner pipe.
This corresponds to a Reynolds number of 20 000 and
43 000, respectively, when calculated based on the in-
let velocity and the tube diameter [1]. The experiment
setup consists of an inner tube made of copper where
cold water is pumped from a storage tank. The outer
tube is made of galvanized iron (GI) which has provi-
sion for hot water entry and exit. The hot water flows
through the narrow annular gap between the inner
copper pipe and the outer GI pipe. The dimensions
of the heat exchanger tubes are stated in Table 2.
Temperatures are measured at the entry and exit

points of hot and cold fluids with the help of sensors
and their output signals are fed to the system through
Arduino. The flow rates of the hot and cold fluids
are measured by water flow sensors and their output
signals are also logged by Arduino codes. The inlet
temperature of the hot fluid is maintained at 350K and
the inlet temperature of the cold fluid is maintained
at 295K. The final assembly of the double pipe heat
exchanger is shown in Figure 10.

Figure 10. Assembly of the inner and outer pipe.

Applications with low mass flow rates give rise to
a mixed condition in which the effect of forced con-
vection and free convection are of an equal impor-
tance [23]. The flow rate in the annular region is
kept small in order to initiate the mixed convection
to achieve a better heat transfer. As the rectangular
cavities show a better performance in the numerical
analysis, the annular flow path in the heat exchanger
is modified by machining rectangular grooves in the
inner copper tube to investigate the improvement in
the heat transfer coefficient [6]. The outer surface
of the inner tube becomes geometrically unique with
alternating ridges and grooves. The experiments are
repeated with the same conditions for the plain profile
and the rectangular cavity profile, which are shown
in Figure 11 and Figure 12, respectively.
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Figure 11. Outer surface of the inner pipe with plain
profile.

Figure 12. Outer surface of the inner pipe with
rectangular profile.

5. Results and discussion
The heat exchanger performance can be improved
by making the surface area larger, which is possible
by increasing the diameter or the length of the heat
exchanger. In this work, the heat exchanger length is
increased and the effect on heat transfer characteristics
is analysed. The initial condition considered is the
hot fluid in the annulus at 0.4 kg s−1 and cold fluid in
the inner pipe at 0.8 kg s−1. At the reduced length of
0.16m, the temperature drop of the hot fluid is equal
to the temperature rise of the cold fluid (Figure 13).
The length is increased to 0.5m and then to 1.5m.
When the length of the heat exchanger increases, the
temperature drop of the hot fluid is higher than the
temperature rise of the cold fluid though the flow rate
of the cold fluid is higher.
The annular fluid is now changed to cold at

0.8 kg s−1 flow rate and pipe fluid to hot at 0.4 kg s−1

(Figure 14). Even now, the temperature drop of the
hot fluid is higher than the temperature rise of the
cold fluid, and the difference further increases with
increased length.
When the flow rate of the hot and cold fluids is

interchanged, the temperature rise of the cold fluid
is higher than the temperature drop of the hot fluid
(Figure 15).

The above results confirm that the heat exchange
by the annular fluid is higher when the annular flow
area is reduced in the manifold as compared to the
inner pipe area. Hence, the annular fluid is fixed as
hot water with a flow rate of 0.4 kg s−1 and the pipe
fluid is fixed as cold water with a flow rate of 0.8 kg s−1

with the length of the heat exchanger fixed at 0.16m
to achieve a better heat transfer.
The calculation of the overall heat transfer coeffi-

cient is based on the inner surface of the tube, since
the calculation based on the outer tube area may pro-
vide biased results [6]. The comparison of the overall
heat transfer coefficient obtained from the numeri-
cal analysis is shown in Figure 16. The overall heat

transfer coefficient of the rectangular labyrinth profile
is twice than that of the plain profile and the value
for the triangular labyrinth profile is in between the
rectangular labyrinth and plain models. Hence, only
the plain and rectangular labyrinth profiles are consid-
ered for experimental testing. The temperature plot
for the plain and rectangular profiles is shown in the
Figures 17 and 18, respectively.

Three replicates of testing are carried out for both
the plain and rectangular cavity configurations. Tem-
perature data are recorded every 10 seconds and the
temperature used for the comparison is taken at a sta-
ble condition. Initially, the plain copper tube is placed
inside the outer GI pipe and the temperature sensors
are mounted on the inlets and outlets of the hot and
cold pipes. One flow sensor is connected for each hot
and cold pipes and the output signals of all the sensors
are connected to the Arduino module. The experiment
results support the findings from the numerical analy-
sis that the tooth with a rectangular cavity labyrinth
profile is having better heat transfer characteristics as
compared to the plain profile. Figure 19 provides the
comparison of numerical and experiment results of
the plain and rectangular labyrinth heat exchangers.

Though the overall heat transfer coefficient is under-
estimated by the CFD analysis, this approach remains
non-detrimental as the experimental testing shows
a better exchanger performance than predicted [24].
When compared to the conventional heat exchanger
with a finned inner tube, a significant reduction in
pressure drop is achieved without affecting the heat
exchanger performance. This result indicates that,
for the double pipe heat exchanger model, it is an
innovative way to provide vortex generators through
labyrinth structures for the improvement of heat trans-
fer. In other words, using the heat transfer enhance-
ment technique presented in this paper, the modified
double pipe heat exchanger can be a good choice for
a situation that requires large quantity of heat to be
removed in a limited heat exchanger volume.

6. Conclusion
Increased heat exchange can be achieved by increas-
ing the heat transfer surface area, increasing the heat
transfer coefficient, or creating turbulence in the flow
of hot fluids. The increase in the exchange surface
area by increasing the heat exchanger size directly
increases the cost of the fabrication. The increase
in the heat transfer coefficient requires increase in
the flow velocity and Reynolds number, which needs
modification in the process parameters. Hence the im-
provement is achieved by modifying the outer surface
of the inner tube by creating turbulence in the flow. In
the present work, three different lengths (0.16m, 0.5m
and 1.5m) are considered for CFD analysis in order to
understand the effect of length on the heat exchange
by annular fluid. Experiments are conducted for hot
fluid mass flow rate of 0.4 kg s−1 in the annular region,
and cold fluid mass flow rate of 0.8 kg s−1 in the inner
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Figure 13. Effect of increasing the heat exchanger length (Hot fluid in annulus at 0.4 kg s−1).

Figure 14. Effect of increasing the heat exchanger length (Hot fluid in inner pipe at 0.4 kg s−1).

Figure 15. Effect of increasing the heat exchanger length (Hot fluid in inner pipe at 0.8 kg s−1).
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Figure 16. Comparison of overall heat transfer coefficient for CFD results.

Figure 17. Temperature plot for plain heat exchanger.

Figure 18. Temperature plot for rectangular labyrinth heat exchanger.
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Figure 19. Comparison of experiment and numerical results.

pipe, with a constant length of 0.16m. It is observed
that heat transfer rate increases with reduced annular
flow area. This effect is predominant when the flow
rate of the pipe fluid is higher than the flow rate of
the annular fluid and when the length of the heat ex-
changer increases. The heat transfer further improves
when the plain annular flow path is replaced with
labyrinth structures and rectangular cavity labyrinths
are found to be better performing than the triangular
cavity labyrinth. A two-dimensional axisymmetric
model was analysed using ANSYS FLUENT software
and the results are comparable with the experiment
results.

List of symbols
značka popis značky [jednotka]
ρ density [kg m−3]
u velocity [m s−1]
Dh hydraulic diameter [m]
Υ kinematic viscosity [m2 s−1]
h heat transfer co-efficient [W m−2K−1]
k thermal conductivity [W m−1K−1]
Q heat transferred [W]
A heat exchanger area [m2]
Hf height of the tooth [m]
Wf pitch of the tooth [m]
U overall heat transfer coefficient [W m−2K−1]
T temperature [K]
Re Reynolds number (Dimensionless)
Nu Nusselt number (Dimensionless)
∆T1 difference between hot and cold fluid temperatures

at entry
∆T2 difference between hot and cold fluid temperatures

at exit
LMTD Logarithmic Mean Temperature Difference
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